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Abstract 

 

Fog computing was proposed to bridge the gap between the cloud computing capabilities 

and the new requirements introduced by 5G and IoT applications. Assigning clients' 

requests to fog nodes for processing while meeting the quality of service requirements is 

still a challenge. In this thesis, we propose two mathematical models for the task 

assignment problem in fog networks. The main objective of both models is to maximize 

the fog service provider’s profit while satisfying the service level agreement requirements 

of the offloaded tasks. In addition, each model addresses multiple requirements to satisfy 

various service provider’s needs. The first model addresses green computing requirements 

through an energy efficient fog nodes operation. The second model addresses load 

balancing requirements by minimizing the difference between the node’s utilization across 

the fog network. Since these models provide optimal solutions, they can be useful with 

historical data and for benchmarking various real-time algorithms. 
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Chapter  1: Introduction 

Data Centers (DC) have traditionally consisted of a large collection of physical compute, memory, 

storage and networking resources. Over time, DC with different computing paradigms have 

significantly evolved till the point where cloud computing has become a major player in the current 

Internet. With the advancements in virtualization and Software Defined Networks (SDN) 

technologies, cloud computing has been able to provide elasticity, automation and scalability. 

Today, Machine-to-Machine (M2M) or Internet of Things (IoT) applications are rapidly growing 

and massively deployed across different domains to improve our life. Fifth Generation (5G) mobile 

networks are being widely deployed and providing a whole new set of features like massive 

connectivity, high mobile traffic volumes, ubiquitous access for clients, automated provisioning 

and reliability. According to Cisco, it is expected that there will be 29.3 billion Internet Protocol 

(IP) networked devices with 14.7 billion M2M connections and 1.4 billion 5G devices by 2023 

[1]. As a result, cloud computing has been expanding enormously and widely implemented to 

provide a solution for such massive traffic volumes and processing. However, cloud computing 

also comes with some challenges. For example, the long distance between the things/end user 

devices (hereinafter referred to as end user) and the centralized cloud data center (hereinafter 

referred to as cloud DC) can cause significant delay that affects the performance and reliability of 

the applications that require low latency. In addition, more applications will require location-

awareness and mobility support. Towards that end, fog computing, a novel edge computing 

paradigm, can offer a promising solution for such challenges. Fog computing can support large 

and ubiquitous volumes of latency-sensitive traffic produced by IoT. Fog computing allows the 

provisioning of resources at the network edge, with a proximity to the end users. Fog nodes allow 

computing and storage offloading of the cloud DC. Fog computing can provide distributed 

processing at the network edge while interacting with the cloud DC. This leads to an efficient 

resource utilization and energy consumption, while satisfying the Service Level Agreement (SLA) 

in terms of performance and delay. Fog computing can have 𝑛 number of tiers architecture with 

the 3-tier architecture as the most basic and popular architecture which consists of the cloud layer, 

the fog layer and the end user layer [2][3]. 



2 

1.1 Problem Statement 

Task assignment is a major research topic which has been shown to be an NP-hard optimization 

problem [4]. The task assignment problem is presented when the end user starts offloading one or 

more tasks to the network, requesting computing resources for processing. Tasks are then queued, 

prioritized, scheduled and assigned to the processing node where the computing resources are 

allocated for task processing. Task assignment in cloud computing is present across the 

application, virtualization and deployment layers. In addition, different requirements such as 

Quality of Service (QoS), cost efficiency, energy conservation, load balancing and service 

placement add more complexity to the task assignment problem in cloud computing. 

The decentralized nature of fog computing introduces a new level of complexity to this problem 

by extending the task assignment to include the network edge resources, where tasks can be 

assigned to the fog nodes or cloud DC. This requires the task assignment models to consider the 

unique characteristics of the fog nodes such as geographical distribution and interaction with cloud 

DC. A model must have the capability to differentiate between the fog nodes, cloud DC and 

incorporate different node characteristics such as location, availability, resource type, capacity and 

utilization. This allows the model to address different requirements such as SLA, green computing 

or load balancing. In addition, task assignment models in fog networks must be able to address 

new requirements introduced by IoT and 5G applications such as location-awareness, mobility and 

low latency. 

Most of the proposed task assignment models in fog computing have often tackled few aspects of 

this problem by only addressing a single requirement. Furthermore, these proposals have ignored 

some of the realistic attributes of these requirements and made strong assumptions when applying 

the models. For example, SLA has been usually reduced to only include processing delay 

requirements or maximum allowed distance between the end user and the fog node. Another 

example is breaking down the SLA into multiple independent requirements to overcome the 

problem complexity. In such an approach, the task requests separate requirements for distance, 

processing delay, completion time, etc. This requires additional attributes in the task request which 

results in inefficient bandwidth and compute resources utilization. In addition, such approach can 

lead to a constant resource allocation rate which restricts the ability for variable workload rate over 

time according to the network state and resource availability. Finally, this approach pushes the 
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complexity towards the end user side to breakdown the overall SLA requirements into multiple 

separate requirements. This limits the ability of these models to address real-life use cases. 

The task assignment models in fog networks must be able to address multiple requirements. 

Furthermore, these requirements should be modeled in a comprehensive and realistic approach to 

address service providers and end users needs such as End-to-End (E2E) task completion time and 

Class of Service (CoS). This also requires the ability to extract task requirements without 

introducing unnecessary overhead. Finally, the model should allow Fog Service Providers (FSP) 

to maximize profit while satisfying other model requirements such as SLA, green computing or 

load balancing. 

An exact task assignment optimization model can address these problems by optimally assigning 

the tasks in the fog network while satisfying multiple requirements. The exact model runs 

periodically for a pre-determined cycle duration. This requires a complete knowledge of the set of 

tasks that are offloaded and submitted for processing prior to the model execution. Despite some 

of the real-time restrictions of the exact model implementation in large-scale fog networks, it can 

still be used as a benchmark to evaluate real-time task assignment models and algorithms in fog 

networks. 

1.2 Research Objectives and Contributions 

The main objective of this thesis is to propose two mathematical models for the task assignment 

problem in 3-tier fog networks. These models provide optimal solutions and can be used for 

benchmarking. The models allow FSP to maximize the profit while optimally satisfying the SLA 

and other requirements. More precisely, we will: 

• Consider realistic SLA parameters such as CoS and E2E task completion time. The task 

length, CoS, release time and end user location are used to calculate the maximum E2E 

task completion time and the expected revenue that can be generated by processing the 

request. The node location and resource capacity are used to calculate the optimal task 

assignment in terms of the number and duration of the allocated resources which satisfy 

the SLA requirements and maximize the FSP revenue. 

• Develop a first mathematical model to maximize the profit of FSP by satisfying the SLA 

requirements (as described above) while considering green computing aspects. Green 
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computing requirements will be satisfied by minimizing the associated operational, startup 

and shutdown costs of the fog nodes. 

• Develop a second mathematical model to maximize the profit of FSP by satisfying the SLA 

requirements while simultaneously considering load balancing task assignment. The load 

balancing requirements will be satisfied by minimizing the difference between the resource 

utilization of all the fog nodes in the network. 

Once the above listed research objectives are achieved, the following contributions to the task 

assignment in fog networks research area can be claimed: 

• The development of two new mathematical models that can be used for optimal task 

assignment in 3-tier fog networks with multiple FSP and end user’s requirements. 

o The models calculate the optimal assignment for a complete set of tasks in a fog 

network. 

o The optimal solution provided by the models ensures task assignment to satisfy 

SLA requirements which maximize FSP profit. 

o In addition to the SLA requirements, each model introduces a different objective 

function and constraints. This allows the FSP to implement different strategies 

including green computing or load balancing. 

o The models can further be used as a benchmark to validate and verify real-time task 

assignment models and algorithms in large-scale fog networks. 

1.3 Methodology 

This section describes the methodology that will be used to achieve the research objectives stated 

in Section 1.2. This methodology is summarized as: 

Study and research Fog Computing: The starting point in this thesis is to understand fog 

computing as a new paradigm. This includes the evolution of fog computing and the main reasons 

why it has emerged to complement cloud computing. In addition, the study explores the main use 

cases, applications and requirements. Furthermore, understand the main characteristics of fog 

networks, architecture, layers interactions and how it’s different from other edge computing 

paradigms. Finally, a literature review for different fog computing research areas with a focus on 

task assignment in fog networks, the proposed models and algorithms to identify the gaps. 



5 

Develop the mathematical models: In this step, and based on the research outcomes, the 

development of the mathematical models includes the following: 

• Develop a mathematical representation of the fog network operations. This includes the 

formulation of different task and fog node attributes. The main goal is to provide a flexible 

and simple way to represent the different task requirements and the fog node attributes such 

as task length, SLA requirements, node resource capacity, location, etc. This allows the 

model to address different task assignment requirements and can be further extended to 

include new attributes and requirements for future use cases. This formulation is used to 

define the input data sets for the mathematical models. 

• Define the main objective functions and constrains using the linear programming technique 

for each mathematical model to represent the different requirements such as profitability, 

SLA, green computing and load balancing. Applying the linear programing calculations on 

the input data set will determine the optimal task assignment in fog network based on the 

defined objective function and constraints. 

Implement the mathematical models: To implement the proposed mathematical models in any 

fog network, the optimization software called IBM ILOG CPLEX is used to calculate the optimal 

task assignment according to each mathematical model against the input data sets of the simulated 

tasks and fog network elements. 

Validate the mathematical models: To validate the proposed mathematical models, manual 

calculations will be used to determine optimal results based on data sets that simulate very simple 

and small fog networks. The next step is to execute the model in CPLEX using the same data sets 

and make sure that the CPLEX output is identical to the manual calculations in terms of optimal 

profit value and task assignment.  

Simulate and test the mathematical models: The next step will be to develop a test plan and 

generate input data sets to simulate fog networks with various sizes. The input data sets will be 

generated randomly from a range of values for each attribute. This will ensure that the generated 

task data sets will represent multiple task length, release time, location, SLA requirements, etc. 

Similarly, the generated fog network elements data sets will include multiple node locations and 

resource capacity values. The input data sets will then be used by CPLEX to run the implemented 

mathematical model and generate optimal task assignment results. 
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Analyze the test results: Finally, we need to present and analyze the test results for each proposed 

mathematical model. 

1.4 Thesis Outline 

The remaining of this thesis will be divided as follows: 

• Chapter 2: Background and Related Work. This chapter will describe the main concepts of 

fog computing, its characteristics, applications and current research status with a focus on 

task assignment, green computing and load balancing in fog networks. 

• Chapter 3: Formulation of the Task Assignment Problem in Fog Networks. This chapter 

will first introduce the notation that is used to model the problem and then, the formulation 

of the task assignment problem in fog networks will be presented. 

• Chapter 4: Results and Analysis. This chapter will demonstrate and analyze the detailed 

validation, evaluation and test results. 

• Chapter 5: Conclusion and Future Work. This chapter will summarize the thesis outcomes 

and the recommended future work. 
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Chapter  2: Background and Related Work 

This chapter will provide an overview of the fog computing related research work. More precisely, 

Section 2.1 will describe the fog computing background. Section 2.2 will provide a literature 

review on the preceding and current efforts in the field of task assignment, load balancing and 

green computing in fog networks. Finally, Section 2.3 will summarize the chapter. 

2.1 Fog Computing Background 

This section will introduce the fog computing evolution, main concepts, characteristics and 

applications. 

Cloud computing promotes automation, elasticity, flexibility and scaling for different applications. 

Despite these benefits, one of the major challenges for cloud computing is the latency requirements 

of the end users. Internet is typically used to provide the connectivity between the cloud DC and 

end users. Internet connectivity is not suitable for latency-sensitive applications [5]. Moreover, 

Cloud Service Providers (CSP) such as Amazon, Google and Microsoft usually deploy the cloud 

DC in centralized locations. The long distance between the cloud DC and the end users can result 

in a high E2E delay. In addition, cloud computing usually processes the applications requests over 

multiple components in a distributed fashion and the application components can be deployed and 

processed in multiple data centers [6][7][8]. The inter-data center communications can add more 

overhead that results in an increased service delay. Furthermore, the large amount of the horizontal 

and/or vertical traffic can cause links congestion, delay and QoS degradation due to limited 

bandwidth. Another major challenge is the support of the increasing number of applications that 

requires location-awareness. The cloud computing centralized architecture doesn’t support the 

location-awareness required for such applications. Some examples of latency-sensitive and 

location-aware applications can include autonomous vehicles, smart grid [9], public safety 

networks [10], eHealth, drones, cognitive assistance [11] and Content Delivery Networks (CDN) 

[12]. 

With the increasing awareness of cyber security and information privacy, cloud computing is 

facing multiple security and regulation compliance challenges. In many cases, the governments 

regulations require that certain types of data must be processed and/or stored within specific 

geographical area where the CSP doesn’t have any deployed data centers [12]. In addition, some 
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applications cannot send data to the cloud DC due to privacy concerns. Finally, the energy 

consumption and the carbon footprint of the cloud DC is another major challenge. It is estimated 

that data centers around the world consume about 26GW which is around 1.4% of the global 

electrical energy consumption, with an annual increase rate of 12% [13]. Data centers around the 

globe were responsible for 78.7 million metric ton of CO2 emissions, which is equal to 2% of 

global emissions in 2011 [14]. Despite the fact that many of the CSP have introduced green and 

sustainable data centers in their expanding infrastructure, the carbon emissions from data centers 

will still dominate the global carbon footprint. 

Edge computing paradigms have emerged to bridge the gap between the centralized model of cloud 

computing and the increased demand for ultra-low latency, high bandwidth and location-aware 

applications. Resource provisioning at the network edge brings these resources closer to the end 

users and enables the support of new applications such as mobile data offloading. Cyber foraging 

is considered to be one of the early paradigms to tackle edge computing model that brings 

computing and resource storage closer to the edge. It has been later superseded by other paradigms 

such as cloudlet, Multi-Access Edge Computing (MEC) and fog computing [15]. 

Satyanarayanan et al. [16] have introduced the cloudlet model in 2009. Cloudlets are also referred 

to as cloudlet-based cyber foraging [17][18]. Cloudlet is a DC that can be considered as a smaller 

version of the cloud DC (mini cloud). MEC is an industry initiative that has been introduced by 

the European Telecommunication Standards Institute (ETSI) in 2014. MEC can be deployed near 

mobile users at the Radio Access Network (RAN), Base Stations (BS) and Radio Network 

Controller (RNC) [19]. 

Fog computing was introduced by Cisco in 2012 as an attempt to address the challenges that face 

cloud computing such as latency, location-awareness, mobility and security. The fog computing 

concept was proposed as a new architecture that extends the cloud computing capabilities to the 

network edge. The term ‘fog’ is used in the sense that “fog is a cloud which is close to the ground” 

[20]. Fog computing provides virtualized computing, storage, networking resources and data 

management services with close proximity to the end users [20]. Fog network can be defined as 

“a scenario where a huge number of heterogeneous (wireless and sometimes autonomous) 

ubiquitous and decentralized devices communicate and potentially cooperate among them and with 

the network to perform storage and processing tasks without the intervention of third parties. Users 

leasing part of their devices to host these services get incentives for doing so.” [21]. 
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The OpenFog consortium is a workgroup that consists of leading technology companies and 

university researchers that are working towards creating an open architectural framework for fog 

computing. The group has released its reference architecture for fog computing in 2017. OpenFog 

has used the term SCALE to describe the capabilities of fog computing, which are security, 

cognition, agility, latency and efficiency. OpenFog defines fog computing as “a horizontal system-

level architecture that distributes computing, storage, control and networking functions closer to 

the users along a cloud-to-thing continuum.”. In such architecture, the horizontal level can 

distribute the computing capabilities to different networks, applications and devices with close 

proximity. Although the cloud computing vertical model provides strong capabilities that can 

address the requirements for a specific type of networks or applications, it still may not be able to 

support other applications that require multiple interactions across a heterogenous network. The 

fog computing horizontal model allows the flexibility to satisfy different requirements for end 

users, services and applications [22]. 

Fog computing is expected to support low latency, location-awareness, geographical distribution, 

end user mobility, high number of processed nodes, wireless access, real-time applications and 

heterogeneity. Different application components that require low latency, can be processed by the 

fog nodes at the network edge, close to the end user. Other components that are delay tolerant and 

require high computational capabilities can still be processed on the cloud DC. Fog computing can 

also provide the flexibility to process some application components at distributed locations in the 

case of high traffic density. This is achieved by utilizing the computational capabilities of different 

types of equipment such as Access Points (AP), network proxies and other networking devices 

located at the edge of the network (e.g., switches and routers). By bringing the computing resources 

to the network edge closer to the end users, fog computing can support IoT and 5G latency-

sensitive applications and satisfy SLA requirements that cloud computing cannot satisfy due to its 

previously stated limitations. In addition, fog computing can improve the overall system efficiency 

by integrating the end user devices computational capabilities [23]. 

There are number of differences between fog computing and cloud computing in terms of 

scalability, efficiency, location, etc. The first major difference is the decentralized nature of the 

fog network compared to the centralized cloud architecture. Fog nodes are usually distributed over 

different geographical locations at the network edge and close to the access network. Cloud DC is 

centralized in the network core. Fog computing requires security to be run at the network edge by 
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the fog nodes while cloud computing require security to be run in the network core. Fog computing 

allows different kind of devices to have multiple roles according to their available computational 

capabilities. As an example, connected vehicles can act as fog nodes that provide computing 

resources at the network edge or as clients to be served by other fog nodes. Another major 

difference is the hardware capabilities of fog nodes vs the cloud DC. Fog computing is expected 

to provide moderate resource availability while the cloud DC is required to provide high resource 

availability. Fog nodes can vary from mini DCs, network devices to end user devices. Cloud DCs 

are built of huge number of physical computing machines. This requires the cloud DC to consume 

much more power compared to fog nodes. Cloud DC also requires much more space than the space 

required for a fog node. This results in more flexibility when positioning fog nodes closer to end 

users. In terms of connectivity, cloud computing requires a highly available Internet Wide Area 

Network (WAN) connection to serve end users. Fog nodes can operate with low or no Internet 

connection, as the devices can access the network edge through Local Area Network (LAN).  Fog 

nodes can send any required requests to the cloud DC once the Internet connection is available. 

Cloud computing is considered to have better overall reliability due to its massive resource 

capabilities and high availability. 

As discussed earlier in Chapter 1, fog computing can have 𝑛 number of tiers architecture with the 

3-tier architecture as the most basic and popular architecture. Figure 2.1 demonstrates the 3-tier 

fog architecture that consists of the cloud layer, fog layer and end user layer. 

 

Figure 2.1: Fog 3-Tier Architecture 
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The cloud layer consists of the centralized cloud data center(s). This layer has massive resource 

capacity. The fog layer can consist of one or more clusters. Each of these clusters can be managed 

by the same or different FSP. Each fog cluster consists of one or more fog nodes (e.g., routers, 

switches, AP, end user devices, etc.). The end user layer can consist of IoT devices, cellular 

devices, etc. The fog network supports interactions between end users, fog nodes and cloud DC 

[20]. The communication between the fog and cloud layers typically happens over WAN, while 

the communication between the end user and fog layers usually happens over LAN. In addition to 

the vertical communication between the n-tiers, different fog nodes can corporate horizontally by 

sharing their computing resources to better serve end user requests [24]. This reduces the volume 

of requests and traffic being sent to the cloud layer. If the fog node is unable to process a request 

due to limited resources or specific requirements, the request is sent to the cloud DC for processing. 

The horizontal corporation and communication between different fog nodes and domains, allows 

the fog layer to send requests to the cloud layer through a single point without the need to replicate 

the same request from different fog nodes or domains. This works also in the opposite direction 

where the cloud DC needs only to send a request or communicate with the fog layer through a 

single point. This results in reducing the amount of inter-layer traffic and eliminating the 

unnecessary overhead between the cloud and fog layers. 

Fog computing allows computing to happen anywhere across the data path down from the end user 

layer up to the cloud layer, preferably closer to the end users. For example, in the Intelligent 

Transportation Systems (ITS), Global Positioning System (GPS) information can be processed at 

the network edge prior to sending it to the cloud DC [25]. In addition, the end user can establish a 

direct connection with fog nodes using Device-to-Device (D2D) communication [26] or cellular 

small cell [27]. 

2.1.1 Fog Computing Characteristics 

While fog computing shares a lot of common characteristics with cloud computing and other edge 

computing paradigms, authors in [12] and [20] have listed the main specific characteristics that 

need to be supported in fog computing. These characteristics can be used to identify fog nodes as 

a significant extension to the cloud at the network edge, as well as differentiate fog computing 

from other edge computing paradigms. Some of these characteristics include: 
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Edge location and location-awareness: Deploying the fog node resources at the network edge 

will allow efficient network resource utilization and satisfying the low latency and location-

awareness requirements. 

QoS management: One of the major requirements for fog computing is to support latency-

sensitive and real-time applications such as mobile gaming. Fog must be able to satisfy the QoS 

requirements for different fog computing applications. 

Geographical distribution: This allows fog computing to support different applications in a 

distributed model. As an example, fog computing can support video streaming for mobile end 

users by utilizing wireless AP that are located on highways.  

Mobility support: Fog computing is required to support applications that run on cellular devices, 

connected vehicles, etc. 

Real-time interactions: Fog computing is required to support real-time interactions instead of the 

batch processing that can be unsuitable for real-time applications. 

Scalability: Fog computing must be able to support the massive numbers of end user devices 

deployed in IoT, 5G, smart cities and smart grid networks. 

Heterogeneity: Fog computing must be able to support different types of virtualized resources 

across heterogenous networks. Fog nodes are expected to be deployed over virtualized wireless 

AP, BS, Wireless Sensor Networks (WSN), mobile gateways, proxy servers, routers, switches, etc.  

Interoperability and Federation: Due to the different deployment scenarios, fog computing must 

be able to support interoperability between different types of fog nodes as well as fog nodes that 

are part of multiple federations or clusters. This is essential for resource management and service 

provisioning in association with mobility support and geographical distribution. 

2.1.2 Fog Computing Applications 

The OpenFog is expecting that fog computing can address the requirements, improve the QoS and 

performance of many applications that require high bandwidth, ultra-low latency, location-

awareness and mobility such as Cyber Physical Systems (CPS), smart cities, eHealth, ITS, mission 

critical, surveillance, Augmented Reality (AR) and remote gaming [28][29][30][31][32][33]. In 

the following sub-sections, we will review some of the proposed fog computing applications. 
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2.1.2.1 Smart Cities 

Fog-enabled smart cities can support different use cases and applications [34]. This include 

surveillance, smart agriculture [35], smart transportation [36], water management and smart waste 

management [37]. The authors in [38] proposed a fog-enabled real-time multi-target vehicle 

tracking system. In smart agriculture, fog computing can support location-awareness and real-time 

response required to monitor the weather condition and the agriculture process, using sensor-

enabled devices [39]. 

2.1.2.2 Smart Grid 

Smart grids aim to reduce the energy consumption through smart energy management systems 

[40]. Energy management systems consist of sensors, actuators, gateways and computing 

platforms [41]. Computing platforms are required to gather, process, analyze and store the data 

collected by the sensors and provide programmability to control the actuators used for energy 

management. Major requirements for energy management systems include high reliability and low 

latency [42]. Fog computing can address these requirements by processing the latency-sensitive 

data [20]. The authors in [43] proposed fog computing as a solution to address the energy 

management requirements such as scalability, service customization, interoperability and 

interaction between different devices. The proposed fog-enabled system can support energy 

consumption monitoring, metering and management through efficient device control. 

2.1.2.3 Intelligent Transportation System 

Vehicular networks and ITS have been proposed to address road safety and traffic management. 

Different applications include vehicle speed control, traffic flow control, parking assistance and 

surveillance. Cloud computing provided the base for implementing ITS. In some cases, cloud 

computing cannot meet the real-time and low latency requirements. Fog computing can be an 

alternate solution to address these requirements [44]. In addition, vehicular ad hoc networks 

require the support of high mobility, location and context awareness. Fog nodes can be used to 

process the location and other related information [45]. Another major requirement for ITS is the 

support of heterogenous networks, which requires a high level of communication and corporation 

between different fog clusters. The authors in [46] proposed a fog-enabled adaptive resource 
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scheduler to support real-time vehicular communication. The authors in [47] proposed a fog-based 

vehicular crowd sensing infrastructure, where fog nodes are used for sensor-enabled vehicular data 

management. To meet the growing demand for computational resources for vehicular applications, 

the authors in [31] proposed to utilize individual vehicles computational resources to act as fog 

nodes that can support near end users. 

2.1.2.4 eHealth 

Fog computing can address the latency-sensitivity and context awareness requirements for 

different eHealth and emergency applications. The authors in [48] proposed to use fog nodes to 

process electrocardiogram data in order to meet the low bandwidth and latency requirements. The 

authors in [49] proposed fog-enabled remote patient monitoring system. The system collects data 

from the IoT devices, and then enables data analytics partitioning and processing for decision 

making. Cloud DC is used to process tasks that require high computational resources. Fog nodes 

are used to process periodic light-weighted tasks. A fog-based neuro-imaging system is proposed 

in [50]. Mobile devices are used for data collection while fog nodes are used for primary brain 

state processing and classification in real-time. Cloud DC is used for more in-depth analysis and 

scalable storage of the brain state information. The authors in [51] introduced emergency mobile 

system where fog nodes are used to offload the mobile user’s data, share the location and other 

emergency details to the first responders. The information is then sent to the cloud DC for more 

analysis, storage and future early notification. 

2.1.2.5 Public Safety 

Emergency and natural disaster management highly relies on real-time, location-awareness and 

latency-sensitive data processing and communications. Fire detection and fighting systems are 

mission critical and essential for public safety. A fog-enabled fire detection and fighting system 

which monitors different areas and responds in case of fire detection is proposed in [10]. The 

system uses sensor-enabled devices for data collection. The collected data is processed and 

analyzed on fog nodes in real-time for evaluation and decision making. In case a fire is detected, 

the system dispatch robots fire fighters to the fire location. Fire detectors and robot dispatchers are 

hosted on the fog layer for real-time and reliable processing and response. Firefighting strategies 

are yet hosted on the cloud layer to implement the required procedure. 
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2.1.2.6 Remote Gaming 

In remote gaming, end users aren’t required to download or install the gaming application on their 

devices. Instead, the user can play over the Internet by connecting to a server that hosts the game. 

Usually, these servers are located in the cloud layer, where the application is hosted, executed and 

the user data is processed. Despite the numerous benefits of this approach, many challenges can 

affect the user experience and results in less revenue for the gaming company. These challenges 

include limited bandwidth, high latency, poor QoS and end user device high power consumption. 

The authors in [52] proposed a lightweight fog-based system. Cloud DC is used to process the 

heavy computational state of a new game then sends the updated game state to the fog node which 

renders the game videos and stream it to the end user. 

2.2 Related Work 

Now that we have a better understanding of fog computing concepts and typical applications, this 

section will focus on the related work dealing specifically with task assignment, load balancing 

and green computing in fog computing. 

2.2.1 Task Assignment in Fog Computing 

The task assignment is a fundamental combinatorial optimization problem of two separate sets, a 

set of tasks and a set of agents. Each task can be assigned to an agent subject to a cost that may 

vary depending on the task and agent attributes. The task assignment objective is to assign as many 

tasks as possible while minimizing the cost [53]. As illustrated in Figure 2.2, the task assignment 

problem can be presented using a weighted-bipartite graph where each task in one partition must 

be matched with at most one agent in the other partition with the objective to maximize the 

summation of the weights of the matched edges of the bipartite graph [54]. The task assignment 

has been shown to be NP-hard problem.  
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Figure 2.2: Task Assignment Bipartite Graph 

The task assignment has been widely studied in cloud computing. The task assignment problem in 

cloud computing is presented when multiple tasks are offloaded to the network for processing, 

each with a specific amount of workload and an execution deadline. CSP supplies a large pool of 

computing resources using a massive number of Virtual Machines (VMs). The main goal of the 

task assignment is to specify VM(s) and allocate the minimum number of resources on which the 

assigned task(s) can be processed successfully within the deadlines [55]. The task assignment 

objective function should be optimized while different execution constraints are respected. 

Different objectives can include the total execution time, load balancing, reliability, fault tolerance, 

green computing and profit.  

The task assignment problem also presents itself in fog networks. Although quite similar to the 

task assignment in cloud computing, the decentralized nature and heterogeneity of fog networks 

are adding to the overall complexity. Compared to cloud computing, tasks can now be assigned to 

fog nodes or to the cloud DC. The fog nodes can vary in type, resource capacity, availability, link 

bandwidth, distance to the end user, etc. Task assignment in fog computing must consider multiple 

nodes and task attributes to address these challenges. In order for fog service providers to generate 

more revenue, tasks with low latency requirements that cannot be addressed by the cloud layer 

must be assigned to the fog layer else the SLA will be violated. This comes with a challenge due 

to the limited resource capacity and higher associated costs of the fog layer when compared to the 

cloud layer. Task assignment models in fog computing must be able to address these challenges 

by introducing new problem formulations and satisfying multiple requirements. 
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The task assignment problem can be modeled as a linear program [56]. Researchers have been 

proposing different optimization algorithms and exact models to address the task assignment 

problem. Examples include linear programming techniques, ant colony optimization, artificial bee 

colony and particle swarm optimization [57]. Different terminologies in literature are usually used 

to refer to the task assignment problem. Examples include task scheduling, task allocation, service 

provisioning, service placement, workload and resource allocation. In this section, we provide a 

review for research work related to task assignment in fog computing with relevant references to 

task assignment in cloud computing. 

2.2.1.1 Task Assignment Models in Cloud Computing 

Many task assignment models in cloud computing are trying to address latency, QoS and SLA 

objectives. Kliazovich et al. [58] proposed a task scheduling model in cloud computing that 

satisfies multiple separate task requirements such as latency, computing resources, etc. 

Requirements are grouped into two main categories, certain (e.g., memory resources) and 

uncertain (e.g., communication resources) requirements. The model prioritizes the requests, 

optimizes task scheduling and resource allocation based on each category of the requirements. 

Another SLA-based scheduling model in cloud computing is proposed by Schwiegelshohn et al. 

[59]. The model is optimized based on the cost and generated income of the task allocation. The 

algorithm prioritizes the incoming requests based on the maximum allowed latency required to 

satisfy the SLA requirements. 

Wei et al. [60] proposed a task and resource allocation model in cloud computing that consider 

costs as well. The problem is modeled using binary integer programing where the objective 

function includes costs that represents the requested computing resources. Cost and time 

constraints are used for an exact task and resource allocation. The optimization of the objective 

function tries to minimize the costs. 

2.2.1.2 Task Assignment Models in Fog Computing 

Many task assignment models in fog computing have used approaches similar to the task 

assignment models in cloud computing while considering the decentralized nature of fog 

computing. Agarwal et al. [61] proposed a resource provisioning algorithm in fog networks. The 

main goal is to provide efficient resource allocation. This is achieved by distributing the incoming 
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requests over both fog nodes and cloud DC. The algorithm is implemented in the fog layer. Once 

a user request is received from the end user layer, the algorithm will allocate fog node(s) resources 

based on the user’s computational requirement while considering the time constraints. In case that 

there are not enough resources, the request can be partially processed by the fog layer and the 

remaining or all the components are sent to the cloud layer for processing. 

Mathematical modeling can be used to address different objectives while respecting multiple 

constraints such as resource capacity, delay, etc. Intharawijitr et al. [62] defined a mathematical 

model for task scheduling in fog-enabled 5G networks. The main goal is to minimize the 

computing and communication delay. To achieve low latency, the problem is defined with each 

group of users are represented as a source node and each source node is associated with a fog node. 

In addition, different elements such as workload, capacity and roundtrip delay are used. The main 

objective is to minimize the blocking probability while respecting the latency constraints. 

Integer Linear Programming (ILP) is widely used to formulate the task assignment problem in fog 

computing to model different attributes and objectives specific to fog computing. Souza et al. [63] 

formulate the service allocation problem in fog networks to achieve low latency for mobile services 

and address future requirements of IoT services. The problem is modeled as an ILP problem which 

include different metrics such as the number of services, accessible resources, node capacity, 

service requirements, resource allocation time and resource allocation delay for a service. Another 

example is a task allocation model in fog networks based on the user’s dynamic resource and QoS 

requirements proposed by Lai et al. [64]. The authors use ILP to formulate the objective function 

which tries to maximize the level of satisfying the QoS requirements of the end users based on the 

allocated resources on fog nodes. 

Similar to cloud computing, cost efficiency is one of the main objectives for task assignment in 

fog computing. GU et al. [65] proposed an algorithm for service placement in fog networks for 

medical CPS. The main goal is to achieve cost efficient resource management. The authors 

formulate the problem as a mixed-integer non-linear program and then linearize it into a mixed 

ILP. This is done using the user to BS association, task distribution, VM placement and QoS 

constraints. 

Cost objective functions allow the task assignment model to address multiple requirements such 

as efficient resource utilization or QoS. This can be done by assigning costs for resource 

consumption or QoS adherence. Skarlat et al. [66] proposed an optimization model for IoT service 
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placement in fog networks while considering QoS requirements. The authors formulate the 

problem using ILP with a mapping between the applications and resources that meet the QoS 

requirements. The main objective is to maximize the fog network resource utilization. To meet the 

QoS requirements, different constraints are included such as application deployment time and 

execution deadlines. The optimized cost of the execution and QoS satisfaction is used to evaluate 

the model performance. 

Fog service provider’s profit is another major objective that needs to be addressed. In addition to 

cost-efficiency, profit objective functions can include FSP revenue calculations while respecting 

constraints related to latency, resource utilization, etc. Mahmud et al. [67] proposed an application 

placement model in fog computing that aims to maximize the service provider’s profit while 

satisfying QoS requirements. The authors use ILP for problem formulation. The model tries to 

maximize the placement objective function based on the estimated profit. The profit calculations 

include the revenue generated by successful application placement within its deadline, the 

operational cost of the processing fog node and the cost to compensate any SLA violation. The 

model constraints include placement, QoS, budget and resource constraints. 

2.2.2 Load Balancing 

Load balancing can refer to the equal workload distribution over multiple processors where no 

single processor is overloaded. Load balancing is essential for efficient resource utilization and 

higher performance in distributed networks.  

Different models and algorithms are proposed to allow efficient task and resource allocation in 

cloud and fog computing with the aim to enhance network performance and user experience 

simultaneously while considering load balancing. Load balancing models can be classified either 

static or dynamic. Static load balancing requires a prior knowledge of the network status and nodes 

information. Static load balancing is better suited for homogeneous and stable networks. Dynamic 

load balancing doesn’t require any prior knowledge of the network status, instead it relies on real-

time information. Dynamic load balancing is more flexible, can adapt to different network types, 

attributes and provides better performance in real-time [68]. 

Load balancing models face many challenges such as efficiency, overhead, fault tolerance, etc. 

[69]. For example, spatial distribution of the network elements can impose many challenges due 

to the variation in links bandwidth, delay between end users and different network elements. 
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Heterogeneity is another major challenge due to the variation in the resource capabilities and 

capacity of network elements. Finally, efficient load balancing approaches require the gathering 

of a lot of information and network status monitoring which increase the model complexity [68]. 

Different approaches have been proposed to achieve load balancing such as hill-climbing [70] and 

tabu search-based algorithms [71]. Load balancing approaches and strategies that have been 

applied in cloud computing can be used in fog computing by adapting to the characteristics of fog 

networks [72]. This section provides an overview of the research work related to load balancing 

models in fog computing. 

Many task assignment models in fog computing have addressed the load balancing objectives. In 

addition, many models have combined load balancing with other objectives such as QoS. Fan et. 

al. [73] proposed a distributed workload balancing model in fog computing while minimizing the 

service delay. The problem is formulated using the communication latency between the BS acting 

as fog node and IoT devices. The authors developed two separate algorithms, the BS algorithm 

estimates the workload and resource utilization, while the IoT algorithm is used to assign tasks to 

BS based on the workload and latency information. Load balancing is achieved based on the 

latency ratio of the entire fog network. Another task offloading policy for fog nodes that have 

combined load balancing and service delay objectives was proposed for IoT applications by 

Yousefpour et al. [74]. The proposed policy considers the vertical interactions across cloud, fog 

and end user layers. Fog nodes horizontal interactions are used to support load balancing. The 

policy considers different characteristics, such as queue length, estimated waiting time and 

different request types with varying processing times for load balancing. Task assignment is 

determined based on the number of requested resources, scheduler queue status and fog node(s) 

resource capacity. The policy uses the estimated processing time for task prioritization. 

Ningning et al. [75] proposed a load balancing algorithm for big data in fog computing based on 

dynamic graph partitioning. The main goal is to minimize the idle task waiting time and the 

communication overhead using parallel workload allocation. The system is modeled as a graph 

where fog nodes are represented with specific resource capacity connected with weighted edge 

links representing the communications bandwidth. Task assignment load balancing is based on the 

distance between the end user and the node on the graph. 
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2.2.3 Green Computing 

Green computing aims to reduce the energy consumption, carbon emissions of different network 

elements and data centers while maintaining high performance and efficiency. Both researchers 

and industry have proposed and implemented multiple approaches for efficient energy utilization. 

This includes smart location, enhanced cooling systems, energy efficient computing machines, 

energy recycle, monitoring/metering systems, dynamic deactivation [76]. Task assignment can 

play a major role in implementing green computing by adopting approaches such as sleeping, 

hibernation and on demand shutdown. In such approaches, the task scheduler tries to group and 

assign the maximum amount of workload to the minimum number of processors, allowing idle 

machines to be put into sleep or shutdown. However, this can introduce challenges and complexity 

to leverage variable workload, minimize transition overhead while minimizing delay to satisfy 

SLA requirements [77]. 

Multiple task assignment models have been proposed to address the trade-off between latency, 

QoS and energy-efficiency. Deng et al. [78] proposed a model for workload allocation in fog 

networks that considers the trade-off between power consumption and delay. The main objective 

is to minimize the power consumption. The model constraints include end user delay, resource 

capacity, link bandwidth, workload utilization in fog and cloud layers. Xiao et al. [79] proposed a 

distributed optimization algorithm for workload allocation in fog computing. The main goal is to 

satisfy the end user QoS requirements while considering power efficiency. This is achieved 

through cooperative offloading where the fog nodes jointly offload workload from the cloud layer. 

Each fog node can send unprocessed workload to other fog nodes for processing instead of sending 

it to the cloud DC. The fog nodes cooperative offloading must respect the QoS and power 

constraints. 

Zhu et al. [80] proposed an energy-aware task scheduling model for cloud computing. Task 

execution deadlines are used for service prioritizing. Different costs are set based on the VM status 

where resources are scaled up or down in real-time for optimization. Yi-Ju et al. in [81] proposed 

power saving policies to reduce machine idle power by optimizing the cost function while 

maintaining service guarantee based on arrival time. The cost function is formulated using the 

power consumption, system congestion and server startup costs. 
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More recently, Daigneault et al. [82] proposed an exact mathematical model for task assignment 

in fog networks to maximize FSP profit while considering green computing. The problem is 

formulated and optimized using linear programing. The profit objective function calculates the 

revenue generated by task assignment and the fog nodes costs. Task requirements include the 

number of computing resources, maximum latency and execution deadline. Costs include fog 

nodes startup, operational and shutdown costs which allow the model to optimize fog nodes status 

through an on demand turn on/off. The model tries to determine optimal task assignment for 

maximum profit. This is achieved by satisfying the different task requirements while minimizing 

different fog node costs which satisfies the green computing requirements. For future work, the 

authors have proposed to introduce SLA. The model presented in [82] is used as a starting point 

for the work presented in this thesis.  

2.3 Summary 

This chapter provided an overview on the fog computing background and related research work. 

It presented the fog computing evolution, concepts, architecture, characteristics and applications. 

The literature review has presented the main concepts and related work of task assignment, load 

balancing and green computing in fog computing. 

Task assignment has been shown to be an NP-hard optimization problem. The decentralized and 

heterogenous nature of fog networks impose additional challenges on task assignment in fog 

computing. Moreover, the different application requirements such as ultra-low latency and end 

user mobility add more complexity to the task assignment problem. Many models have been 

proposed to address these different requirements and challenges.  

Task requirements have been usually represented using multiple individual attributes such as the 

number of computing resources, execution deadline, maximum latency between the end user and 

processing node. While this approach can reduce the model complexity, it can result in inefficient 

utilization of bandwidth and compute resources. In addition, it restricts the ability for dynamic 

workload allocation over time according to the network status and resource availability. Finally, 

this approach pushes the complexity towards the end user side to breakdown the overall QoS 

requirements into multiple separate requirements which limits the ability of these models to 

address real-life use cases. 
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Task assignment models in fog computing must be able to address more comprehensive SLA 

requirements such as E2E task completion time and CoS. This requires the model to be able to 

breakdown these requirements into different attributes and metrics such as workload, processing 

delay, resource utilization, latency between end user and processing node. In addition, the model 

must be able to support different horizontal/vertical interactions between different layers in the fog 

network based on the model objective. Based on the review, it has been shown that SLA, profit, 

load balancing and green computing concepts are important aspects in fog computing. To our best 

knowledge, most of the proposed work have focused on addressing a single requirement such as 

QoS. Some of the interesting proposals, have used the objective function to address two 

requirements simultaneously. The authors in [82], have formulated the task assignment problem 

using a profit objective function. The objective function in such approach can incorporate different 

incentives and costs to address additional requirements. By maximizing the profit, the model 

determines an optimal task assignment that satisfies multiple requirements such as profit, latency, 

energy-efficiency, etc. This approach can be used to address multiple requirements within a single 

model. This is what we will tackle in the next chapter.  
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Chapter  3: Formulation of the Task Assignment Problem in Fog Networks 

In this chapter, two mathematical models for the Task Assignment with SLA in fog networks 

(hereinafter referred to as TASLA) are formulated. While both models try to optimize FSP profit 

by satisfying SLA requirements, each model focuses on an important aspect from the service 

provider perspective. As discussed earlier in Chapter 2, the energy consumption and the carbon 

footprint are major challenges for different computing paradigms. As a result, the first model, 

called TASLA-Green Computing (hereinafter referred to as TASLA-GC), addresses SLA and 

green computing requirements. The model satisfies the green computing requirements mainly by 

reducing the fog node operations through an on-demand turn on/off fashion based on the requested 

resources, node state and resources utilization over time. 

While the green computing requirement can be a priority when managing an entire fog network, it 

might not be the case when the fog network consists of different federations managed by different 

providers. In addition, third parties and individuals can lease network resources and devices to 

FSP. This allows the fog service provider to utilize these resources to expand network capacity 

and proximity towards the end users. However, the FSP doesn’t have full control over the leased 

network elements. As a result, the green computing requirement cannot be addressed due to the 

FSP’s lack of ability to turn on/off third-party network elements on demand. In addition, the lease 

agreement between the FSP and third party can include fixed rate charges regardless of the actual 

utilization of the network elements. In this case, a different approach such as load balancing can 

allow the FSP to efficiently utilize the fog network resources. The second model, called TASLA-

Load Balancing (hereinafter referred to as TASLA-LB), addresses SLA and load balancing 

requirements.  

The rest of this chapter is organized as follow. Section 3.1 describes the basic concepts of both 

models. Section 3.2 describes the system model. Finally, Sections 3.3 and 3.4 describe the 

formulation for the green computing model and the load balancing model respectively. 

3.1 Basic Concepts 

In this section, we introduce the basic concepts that will help in the understanding of the two 

models. We will first discuss how the SLA requirements are modeled and how the profit is 

calculated.  
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3.1.1 SLA Requirements 

SLA requirements can refer to multiple Key Performance Indicators (KPI). This thesis uses the 

maximum E2E task completion time (hereinafter referred to as latency) to represent the task SLA 

requirements. Many factors can contribute to latency such as transmission delay, propagation 

delay, queuing delay and processing delay. In this thesis, we have considered the propagation and 

processing delay only. 

The propagation delay is the time required for the data to travel with specific speed for a specific 

distance from one endpoint to another. The distance between the end user and the processing node 

is the main factor that contribute to the propagation delay. 

This thesis defines the processing delay as the time required to successfully process the task 

instructions on the processing node. The task length, the amount and the duration of the allocated 

resources are the main factors that contribute to the processing delay. 

TASLA doesn’t require the end user to include extra attributes to explicitly define the latency 

requirements in the task request. Instead, the model calculates the task latency requirements using 

the requested task length and CoS. Class of service commonly refers to a service or payload 

parameter that is used to differentiate and prioritize traffic types across the network. For example, 

real-time and latency-sensitive traffic such as voice and signaling usually have higher CoS than 

other types of traffic across the network. The mathematical models use the CoS to extract the 

latency requirements where max latency = length/CoS. This formula ensures that higher CoS 

translates into lower latency requirements. For example, when task1 with length 100, CoS 5 and 

task2 with length 100, CoS 1 are offloaded to the fog network, the model determines the required 

maximum latency for task1 as 20 and for task2 as 100. The latency calculation can be set by the 

FSP to reflect their business rules. This allows for an efficient resource utilization and helps FSP 

to add new requirements to the model in the future without requiring any changes in the task 

attributes. The model uses the node resource capacity and location to determine whether it can 

satisfy the latency requirements or not. This provides flexibility for the model to manage and utilize 

different type of network elements. 

As discussed in Chapter 2, one of the main objectives for introducing fog computing is to satisfy 

the latency requirements that cloud computing is unable to satisfy. For such reason, TASLA 

doesn’t favor the fog node over the cloud DC by default. Instead, the task assignment decision is 
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based on the ability to satisfy the specific latency requirement for each request. For example, 

serving latency-sensitive and real-time applications such as mobile gaming and AR requires tasks 

to be assigned to fog nodes within proximity and with enough resource capacity to satisfy the SLA 

requirements. Other applications that are not (or less) delay sensitive can safely be served by the 

cloud DC without the need to overload the limited-resource fog nodes with such requests. In the 

case where both the fog node(s) and the cloud DC can satisfy the latency requirements and generate 

the same revenue, the model will assign the task to the node with the least associated cost. 

If the model is unable to satisfy the task SLA requirements, the model will assign the task to the 

cloud DC for processing as a last resort without generating any revenue since the SLA is violated. 

3.1.2 Workload Allocation 

TASLA determines the workload required for each task assignment as the number of allocated 

resources on the processing node per time unit. The workload allocation allows for task processing 

over different time units with variable rates without exceeding the maximum allowed latency. This 

allows for efficient resource utilization and holistic optimal decisions based on the overall volume 

of requests and available network resources. For example, a task with length 25, can be processed 

on a node with resource capacity 15 over two time units, where the node process workload of 15 

in the first time unit and workload of 10 in the second time unit. The node will then have 5 free 

resources in the second time unit that can be used to process additional task(s).  

3.1.3 Profit Calculation 

The model maximizes the profit objective function by prioritizing task assignments that generate 

more revenue and less cost (while still satisfying the model constraints). The revenue is calculated 

based on the task CoS, the volume of the requested resources (task length) and the service rate 

(allocated workload). Combining the CoS, service volume and service rate in the revenue 

calculation allows the model to prioritize service requests. For example, in the case where two 

tasks request the same service volume, the task with higher CoS will be prioritized as it will 

generate more revenue. 

In general, the associated costs and expenses can include both Capital Expenditure (CAPEX) and 

Operating Expenses (OPEX) related to planning, deployment, operations, maintenance of different 
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network elements, networking and power infrastructure. TASLA excludes CAPEX (since the 

infrastructure is already in place) and only calculates OPEX according to each model objective. 

TASLA-GC calculates the startup, operation and shutdown costs of the fog nodes. The model tries 

to minimize the operating costs to maximize the overall profit. This ensures that the model will 

turn on/off and operate the fog node in an optimal on-demand fashion. This is expected to reduce 

the carbon footprint of the fog network which achieves the green computing requirements. 

TASLA-LB introduces the Load Balancing Factor (LBF) as the difference in the node utilization 

between every pair of nodes in the fog network. The node utilization is the ratio of the total 

allocated workload to the node resource capacity. The optimal LBF should be minimum. The 

model tries to minimize the cost of deviating from the optimal LBF values across the fog network. 

This ensure that tasks are assigned in a load balancing fashion for an efficient resource utilization 

of the fog network. 

Figure 3.1 shows a high-level overview of the profit objective function in terms of revenue 

calculation and the specific cost calculation for TASLA-GC and TASLA-LB. 

 

Figure 3.1: TASLA Profit Objective Function 

3.2 System Model 

In the 3-tier fog network shown in Figure 3.2, the end user can request different type of resources 

including virtual memory, Virtual Central Processing Unit cores (vCPU), Graphics Processing 

Unit (GPU), network bandwidth and storage. For simplicity and without loss of generality, this 
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thesis only considers vCPU resources for task processing. The size of the requested resources or 

the task length is presented in terms of the number of instructions that are offloaded for processing. 

 

Figure 3.2: System Model 

A fog network consists of multiple fog nodes and one cloud DC in different locations with different 

resource capacity. Each node, whether it’s a fog node or the cloud DC, is represented in terms of 

resource capacity, node coordinates and node type. Following the same approach as in the task 

representation, only vCPU cores are used to represent node capabilities. The overall node vCPU 

cores capacity is described as the total number of instructions that can be processed per time unit. 

The task scheduler is located in the cloud layer and is responsible for monitoring, gathering 

information and communicating with different fog network elements. In addition, the task 

scheduler communicates with the end user to receive task requests and update request status. The 

task scheduler queues, schedules and assigns tasks based on the model calculations. The task 

scheduler is required to maintain all the required information of active tasks, fog nodes and cloud 

DC. The task scheduler leverages the cloud layer massive processing capabilities, high availability 

to support large-scale and real-time task assignment. However, this might come with the price of 

a significant delay in the control plane between the task scheduler, fog nodes and end users.  This 

thesis neglects this delay as it is only present during the service setup phase and doesn’t impact 

the actual processing delay. In the case of ultra-low latency applications, network clustering can 
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be used where a light-weighted version of the task scheduler is installed on a dedicated fog node 

in each cluster. All task schedulers can be managed by a centralized scheduler in the cloud DC. 

3.2.1 General Assumptions 

This section enlists the general assumptions for TASLA (i.e., they apply to both models) used in 

this thesis.  

3.2.1.1 Nodes Assumptions 

• The cloud DC is operationally up, reachable and available for use 100% of the time. 

Following this assumption, no turn on/off costs are considered for the cloud DC. 

• The cloud DC has unlimited resource capacity. 

• The fog nodes have a finite resource capacity. 

• The operational and resource consumption costs of the cloud DC are significantly lower 

than the fog nodes and are assumed to be equal to zero. 

• The number, locations and resource capacity of the fog nodes and cloud DC are known 

(defined during the planning phase of the network) and are used as an input to the model. 

• The fog network, including all fog nodes and cloud DC, is assumed to be stable with no 

unplanned outages. 

• All the nodes in the fog network are assumed to be 100% reliable. Once the task is assigned 

to a node for processing, the task processing will be completed successfully. Reliability or 

fault tolerance requirements are not considered in this thesis. 

3.2.1.2 Communications Assumptions 

• There are no bandwidth limitations in the network infrastructure interconnecting the end 

users, fog nodes, cloud DC and task scheduler. 

• The communications between the task scheduler, fog nodes, cloud DC and end users are 

assumed to be 100% reliable with no disruption. 

• The control and signaling traffic between the end users and the task scheduler include the 

time to authenticate end users, validate request parameters and setup the service. The delay 
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introduced during this phase is insignificant and neglected in comparison with the overall 

latency.  

• The control and signaling communications between the fog nodes, cloud DC and the task 

scheduler include the time to gather information and calculations of the node state, 

available resources, current workload, etc. The delay introduced during this phase is 

insignificant and neglected in comparison with the overall latency. 

• The transmission rate is assumed to be fixed across the entire fog network and is neglected. 

• The propagation delay is equal to the cartesian distance between the end user and the fog 

node or cloud DC. 

3.2.1.3 Tasks Assumptions 

• The distance between any end user and any fog node is always shorter than the distance 

between any end user and the cloud DC. 

• Task specifications and attributes are pre-defined and are used as an input to the model. 

• The tasks, fog nodes and cloud DC use common metrics only for all resources in terms of 

number of instructions to be processed per time using vCPU cores. 

• Any task can be assigned either to a fog node or the cloud DC if the required resources can 

be supplied and the task latency requirements can be satisfied within the model simulation 

period. 

• Task queuing and scheduling delay is insignificant and neglected in comparison with the 

overall latency.  

• The task can only be processed by a single node for the whole model simulation period. 

Task migration requirements are not considered in this thesis. 

• VM instantiation and allocation within the cloud DC or fog nodes is excluded from the task 

assignment problem and not considered in this thesis. 

• The end user, fog nodes and cloud DC locations are static. Mobility requirements are not 

considered in this thesis. 
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3.3 TASLA-GC: Model Formulation 

This section describes the first model based on the concept of green computing (TASLA-GC). We 

will first present the specific assumptions required for this model, followed by the notation and the 

model formulation. Figure 3.3 shows the main building blocks of the mathematical model. 

 

Figure 3.3: TASLA-GC Model Notation 

3.3.1 Specific Assumptions for TASLS-GC 

On top of all the general assumptions listed in Section 3.2.1, the following specific assumptions 

are made in the context of green computing. 

• A fog node must be turned on to process tasks. If the fog node is turned off, the task 

scheduler sends a startup request to turn on the fog node. 

• A fog node requires one complete time unit to go through the full startup cycle. In other 

words, when the task scheduler sends a startup request to the fog node, the fog node is 

operationally up in the next time unit. 

• A fog node shuts down within the same time unit. In other words, when the task scheduler 

sends a shutdown request to the fog node, the fog node is shut down in the same time unit. 
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3.3.2 Input Data 

3.3.2.1 Sets 

𝐼 = 𝑖0(𝛼0, 𝛽0, 𝛾0, 𝛿0), … 𝑖𝑛(𝛼𝑛, 𝛽𝑛, 𝛾𝑛, 𝛿𝑛) is the set of tasks that are offloaded by the end users to 

the fog network for processing. Each task is represented by the following attributes: 

• 𝛼𝑖, the number of the offloaded task instructions. 

• 𝛽𝑖, the CoS requested for offloading task 𝑖. 

• 𝛾𝑖, a two-tuple value corresponding to the (x, y) coordinates of task 𝑖. 

• 𝛿𝑖, the release time of task 𝑖. 

𝐽 = 𝑗0(𝜀0, 𝜁0, 𝜂0), … 𝑗𝑛(𝜀𝑚, 𝜁𝑚, 𝜂𝑚) is the set of nodes in the network including the fog nodes and 

cloud DC. Each node has the following attributes: 

• 𝜀𝑗, the type of node 𝑗 ∈ {0 is cloud DC, 1 is fog node}. 

• 𝜁𝑗 , resource capacity of node 𝑗. This represents the vCPU capabilities of node 𝑗 in term of 

the number of instructions that can be processed per time unit. 

• 𝜂𝑗, a two-tuple value corresponding to the (x, y) coordinates of node 𝑗. 

𝑇 = 𝑡0, …  𝑡𝑘 is the set of time units. It contains a set of iterative values between 0 and 𝑘, where 𝑘 

is the time required to complete the model simulation. 𝑡 is used as the time unit for different time-

based variables and functions. 

3.3.2.2 Constants 

The following constants are set by the FSP to determine the fog network costs: 

• CU  is a constant indicating the cost (in currency unit) to change the fog node state from 

down to up. 

• CD  is a constant indicating the cost (in currency unit) to change the fog node state from up 

to down. 

• OC  is a constant indicating the fog node operational cost (in currency unit). 
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3.3.2.3 Decision Variables 

The following decision variables are defined.  

• 𝑥𝑖𝑗 is a binary variable indicating if task 𝑖 is assigned to node 𝑗 or not. 

• 𝑦𝑖𝑗𝑡 is a binary variable indicating if task 𝑖 is being allocated resources on node 𝑗 at time 𝑡 

or not. 

• 𝑤𝑖𝑗𝑡 is a positive integer variable indicating the workload as the number of resources 

allocated for task 𝑖 on node 𝑗 at time 𝑡. 

• 𝜃𝑗𝑡  is a binary variable that represents the operational state of node 𝑗 at time 𝑡 (1 is up, 0 is 

down). 

• 𝜆𝑗𝑡 is a binary variable that represents the startup state of node 𝑗 at time 𝑡 (1 node is going 

through a startup, 0 is not). 

• 𝜇𝑗𝑡 is a binary variable that represent the shutdown state of node 𝑗 at time 𝑡 (1 node is going 

through a shutdown, 0 is not). 

Representing the node state using three different variables (𝜃𝑗𝑡, 𝜆𝑗𝑡, and 𝜇𝑗𝑡) allows the objective 

function to apply different costs for each state (startup, operational and shutdown). 

3.3.2.4 Decision Expressions 

Eqns. 3.1 and 3.2 calculate the parameters used by the objective function and constraints defined 

in Sections 3.3.3 and 3.3.4. 

• 𝜈𝑖 is a positive integer variable used to calculate the maximum allowed latency for task 𝑖 

in terms of time units. 

𝜈𝑖 = 𝛼𝑖/𝛽𝑖 (3.1) 

• 𝜉𝑖𝑗  is a positive integer variable used to calculate the distance between task 𝑖 and node 𝑗 

that represents the propagation delay. 

𝜉𝑖𝑗  = √(𝛾𝑖(𝑥) − 𝜂𝑗(𝑥))
2

+ (𝛾𝑖(𝑦) − 𝜂𝑗(𝑦))
2

 (3.2) 
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3.3.3 Objective Function 

The objective function of TASLA-GC tries to maximize profit generated by the fog service 

provider. As a general statement, the profit is the difference between the generated revenue (R) 

and associated costs (C). Eqn. 3.3 calculates the revenue. 

𝑅 =  ∑ ∑ ∑(𝛼𝑖 ∗ 

𝑘

𝑡=0

𝑚

𝑗=0

𝑛

𝑖=0

𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡) (3.3) 

The revenue calculation combines the task CoS used for prioritization, the task length that 

represents the service volume and the allocated workload that represents the service rate. Eqn. 3.4 

calculates the associated cost of operating the fog network. The cost calculation combines the 

operational, startup and shutdown costs for the fog nodes. 

𝐶 =  ∑ ∑((𝜃𝑗𝑡 ∗ 𝑂𝐶 

𝑘

𝑡=0

𝑚

𝑗=0

) + (𝜆𝑗𝑡 ∗ 𝐶𝑈) + (𝜇𝑗𝑡 ∗ 𝐶𝐷)) (3.4) 

Linear programing is used to maximize the profit (𝑃) as shown in Eqn. 3.5. 

max 𝑃 = 𝑚𝑎𝑥{𝑅 − 𝐶} (3.5) 

The objective function is used to calculate 𝑃 generated by assigning the set of tasks 𝐼 to the set of 

nodes 𝐽 within the set of time units 𝑇. The maximization of the profit objective presented in Eqn. 

3.5 can be achieved by maximizing revenue 𝑅 presented in Eqn. 3.3 and minimizing costs 𝐶 

presented in Eqn. 3.4. The constraints defined in Section 3.3.4 ensures that a successful task 

assignment satisfies the SLA requirements. In other words, the model prioritizes and tries to satisfy 

the latency requirements for the tasks with higher CoS and longer task length as they generate 

more revenue. The model simultaneously assigns tasks to nodes with lower operational costs and 

without enduring unnecessary startup or shutdown actions to minimize the overall costs to achieve 

the green computing requirement. 

In case the task latency requirements cannot be satisfied, the task is assigned to the cloud DC as a 

last resort without generating any revenue since the SLA is violated. 
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3.3.4 Constraints 

This section describes the constraints used to model the problem. The constraints are divided into 

six main categories as illustrated in Figure 3.4. The node state constraints are specific to TASLA-

GC while the other five categories are common in TASLA. 

 

Figure 3.4: TASLA-GC Model Constraint Categories 

3.3.4.1 Task Assignment Constraints  

• Task Assignment: Eqn. 3.6 ensures that each task 𝑖 can only be assigned to at most one 

node (either fog node or cloud DC). 

∑ 𝑥𝑖𝑗 ≤ 1

𝑗∈𝐽

   { 𝑖 ∈  𝐼} (3.6) 

• Resource Allocation: Eqn. 3.7 ensures that node 𝑗 can allocate resources (𝑦𝑖𝑗𝑡 ) to task 𝑖 

only if task 𝑖 is already assigned (𝑥𝑖𝑗) to node 𝑗. 

𝑦𝑖𝑗𝑡 ≤ 𝑥𝑖𝑗    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.7) 

• Task Assignment Start Time: Eqn. 3.8 ensures that task 𝑖 cannot be allocated resources 

(𝑦𝑖𝑗𝑡) before its release time (𝛿𝑖). 

𝑦𝑖𝑗𝑡 = 0    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ≤ 𝛿𝑖 ∈  𝑇} (3.8) 

3.3.4.2 Latency Requirements Constraints 

• Task Assignment End Time: Eqn. 3.9 ensures that task 𝑖 cannot be allocated resources (𝑦𝑖𝑗𝑡) 

after the maximum allowed latency (E2E overall task completion time 𝛿𝑖 + 𝜈𝑖). This 
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constraint ensures that the task assignment satisfies the latency requirements with respect 

to the actual task release time (𝛿𝑖 + 𝜈𝑖). 

𝑦𝑖𝑗𝑡 = 0    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 > (𝛿𝑖 + 𝜈𝑖) ∈  𝑇} (3.9) 

• Latency Requirements: Eqn. 3.10 ensures that the task assignment satisfies the latency 

requirements. More precisely, it makes sure that the sum of the processing delay 

(∑ 𝑦𝑖𝑗𝑡 𝑡∈𝑇 ) and the propagation delay (𝜉𝑖𝑗) between assigned task 𝑖 and node 𝑗 over the 

model simulation period 𝑇 doesn’t exceed the latency requirements (𝜈𝑖) of task 𝑖. 

∑ 𝑦𝑖𝑗𝑡 ≤ (𝑥𝑖𝑗 ∗ (𝜈𝑖 − 𝜉𝑖𝑗))𝑡∈𝑇     { 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽} (3.10) 

3.3.4.3 Workload Constraints 

• Workload Lower Bound: Eqn. 3.11 ensures that task 𝑖 can only consume workload (𝑤𝑖𝑗𝑡) 

when the node resources have been allocated (𝑦𝑖𝑗𝑡). This constraint sets the minimum value 

for the workload (𝑤𝑖𝑗𝑡) to zero. 

𝑤𝑖𝑗𝑡 ≥ 𝑦𝑖𝑗𝑡     { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.11) 

• Workload Upper Bound: Eqn. 3.12 ensures that the workload (𝑤𝑖𝑗𝑡) consumed by task 𝑖 at 

time 𝑡 cannot exceed the total task length (𝛼𝑖). 

𝑤𝑖𝑗𝑡 ≤ (𝑦𝑖𝑗𝑡 ∗ 𝛼𝑖)   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.12) 

• Workload Allocation: Eqn. 3.13 ensures that the total workload (∑ 𝑤𝑖𝑗𝑡𝑡∈𝑇 ) consumed by 

task 𝑖 over the model simulation period 𝑇 must be equal to the task length (𝛼𝑖). This 

constraint ensures that the task is completely processed using the total allocated workload 

over the duration of the model simulation. 

∑ 𝑤𝑖𝑗𝑡𝑡∈𝑇 = (𝑥𝑖𝑗 ∗ 𝛼𝑖)   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽} (3.13) 

3.3.4.4 Node Capacity Constraints 

• Node Resource Capacity: Eqn. 3.14 ensures that the total workload of all assigned tasks to 

node 𝑗 at time 𝑡 (∑ 𝑤𝑖𝑗𝑡𝑖∈𝐼 ) cannot exceed the node resource capacity (𝜁𝑗). 
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∑ 𝑤𝑖𝑗𝑡𝑖∈𝐼 ≤ 𝜁𝑗    { 𝑗 ∈ 𝐽, 𝑡 ∈  𝑇} (3.14) 

3.3.4.5 Node State Constraints 

• Node State: Eqn. 3.15 ensures that each node can only be in one valid state at time 𝑡 

(startup, up, down or shutdown). 

𝜃𝑗𝑡 + 𝜆𝑗𝑡 + 𝜇𝑗𝑡 ≤ 1   { 𝑗 ∈ 𝐽, 𝑡 ∈ 𝑇} (3.15) 

This constraint ensures the following node states: 

o Node is going through a startup: 𝜆𝑗𝑡 = 1. 

o Node is operationally up: 𝜃𝑗𝑡 = 1. 

o Node is going through a shutdown: 𝜇𝑗𝑡 = 1. 

o Node is operationally down: 𝜃𝑗𝑡 = 0. 

• Node Startup: Eqn. 3.16 ensures the valid values for the node state and startup variables. 

This constraint ensures that if a node is down and going through a startup at time 𝑡, the 

node will be up at time “𝑡 + 1”. For example: 𝜃𝑗2 = 0 , 𝜆𝑗2 = 1 , 𝜃𝑗3 = 1. 

𝜃𝑗𝑡 + 𝜆𝑗𝑡 ≥ 𝜃𝑗(𝑡+1)   { 𝑗 ∈ 𝐽, 𝑡 ∈ 𝑇} (3.16) 

• Node Shutdown: Eqn. 3.17 ensures the valid values for the node state and shutdown 

variables. This constraint ensures that if a node was up at time "𝑡 − 1" and went through a 

shutdown at time 𝑡, the node will be operationally down at the same time 𝑡. For example: 

𝜃𝑗2 = 0 , 𝜇𝑗2 = 1 , 𝜃𝑗1 = 1. 

𝜃𝑗𝑡 + 𝜇𝑗𝑡 ≥ 𝜃𝑗(𝑡−1)   { 𝑗 ∈ 𝐽, 𝑡 ∈ 𝑇} (3.17) 

3.3.4.6 Variables Bound Constraints 

• Variables Bound: Eqns. 3.18 to 3.22 determine the bounds for variables 𝑥𝑖𝑗, 𝑦𝑖𝑗𝑡, 𝜃𝑗𝑡 , 𝜆𝑗𝑡 

and 𝜇𝑗𝑡. 

𝑥𝑖𝑗 ∈ {0,1}   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽} (3.18) 

𝑦𝑖𝑗𝑡 ∈ {0,1}   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.19) 
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𝜃𝑗𝑡 ∈ {0,1}   { 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.20) 

𝜆𝑗𝑡 ∈ {0,1}   { 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.21) 

𝜇𝑗𝑡 ∈ {0,1}   { 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.22) 

3.4 TASLA-LB: Model Formulation  

This section describes the second model based on the concept of load balancing (TASLA-LB). 

Similar to the previous model, we will first present how the load balancing concept was formulated 

followed by the specific assumptions, the notation, and the model formulation. Figure 3.5 show 

the main building blocks of the mathematical model.  

It is important to note that since TASLA-GC and TASLA-LB share some common details, some 

of the details that have been previously described in Section 3.3 will be described again in this 

section for the sake of clarity and completeness. This way, each model can be presented without 

having to combine equations from different sections. 

 

Figure 3.5: TASLA-LB Model Notation 

3.4.1 Load Balancing Formulation 

The load balancing requirement can be formulated and achieved using multiple approaches. For 

example, the load balancing can be based on the total number of assigned tasks per node. In such 

case, a round robin approach can be used to achieve load balancing. However, if tasks have 

different sizes, this could lead to an imbalance across the nodes. 
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To avoid this issue, TASLA-LB assign tasks in a load balancing fashion based on the node 

utilization. The main goal is to maintain an equal level of node utilization across the fog network 

while simultaneously satisfying the tasks latency requirements. The load balancing is determined 

based on the difference in utilization between all nodes in the fog network. The optimal load 

balance means that the absolute difference of node utilization between every pair of nodes should 

be minimum. To give the model an incentive to minimize the difference between nodes utilization, 

a deviation cost is introduced. The deviation cost is proportional to and associated with the absolute 

difference term in the objective function. The model optimization aims to minimize the absolute 

difference term in order to minimize the endured deviation cost which leads to maximizing the 

profit. However, introducing the absolute difference term will result in a nonlinear profit objective 

function. According to [83][84], the following steps can be performed to linearize the objective 

function and minimize the absolute difference term: 

• The term which represents the absolute difference of node utilization between two nodes 

(e.g., |𝐴 − 𝐵|) must be replaced by new decision variable (e.g., LBF) in the objective 

function.  

• The newly introduced decision variable LBF will be used in the profit objective function 

as part of the cost calculations alongside with the deviation cost. 

• The constraint: 𝐿𝐵𝐹 = |𝐴 − 𝐵| is required to link the LBF optimization to the absolute 

difference term. 

• The equality constraint can then be changed to an inequality constraint: 

o  𝐿𝐵𝐹 ≥ |𝐴 − 𝐵| 

o As the model is optimizing the costs by minimizing LBF, the solution is optimal if: 

𝐿𝐵𝐹 = |𝐴 − 𝐵| 

• |𝐴 − 𝐵| can then be described as: max  {𝐴 − 𝐵, 𝐵 − 𝐴}. 

• This can further be formulated into three constraints: 

o 𝐿𝐵𝐹 ≥ 𝐴 − 𝐵 

o 𝐿𝐵𝐹 ≥ 𝐵 − 𝐴 

o 𝐿𝐵𝐹 ≥ 0 
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3.4.2 Specific Assumptions for TASLA-LB 

On top of all the general assumptions listed in Section 3.2.1, the following specific assumption is 

made in the context of load balancing. 

• All the fog nodes and cloud DC in the fog network are up, reachable, operational 100% of 

the time and available for task assignment without any turn on/off actions.  

3.4.3 Input Data 

3.4.3.1 Sets 

𝐼 = 𝑖0(𝛼0, 𝛽0, 𝛾0, 𝛿0), … 𝑖𝑛(𝛼𝑛, 𝛽𝑛, 𝛾𝑛, 𝛿𝑛) is the set of tasks that are offloaded by the end users to 

the fog network for processing. Each task is represented by the following attributes: 

• 𝛼𝑖 the number of the offloaded task instructions. 

• 𝛽𝑖 the CoS requested for offloading task 𝑖. 

• 𝛾𝑖 a two-tuple value corresponding to the (x, y) coordinates of task 𝑖. 

• 𝛿𝑖 the release time of task 𝑖. 

𝐽 = 𝑗0(𝜀0, 𝜁0, 𝜂0), … 𝑗𝑛(𝜀𝑚, 𝜁𝑚, 𝜂𝑚) is the set of nodes in the network including the fog nodes and 

cloud DC. Each node has the following attributes: 

• 𝜀𝑗 the type of node 𝑗 ∈ {0 is cloud DC, 1 is fog node}. 

• 𝜁𝑗  resource capacity of node 𝑗. This represents the vCPU capabilities of node 𝑗 in term of 

the number of instructions that can be processed per time unit. 

• 𝜂𝑗 a two-tuple value corresponding to the (x, y) coordinates of node 𝑗. 

𝑇 = 𝑡0, … 𝑡𝑘 is the set of time units. It contains a set of iterative values between 0 and 𝑘, where 𝑘 

is the time required to complete the model simulation. 𝑡 is used as the time unit for different time-

based variables and functions. 
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3.4.3.2 Constants 

The following constants are set by the FSP to determine the fog network costs: 

• DC  is a constant indicating the deviation cost (in currency unit) endured for deviating from 

the optimal LBF value. 

• RC  is a constant indicating the resource consumption cost (in currency unit). 

3.4.3.3 Decision Variables 

The following decision variables are defined.  

• 𝑥𝑖𝑗 is a binary variable indicating if task 𝑖 is assigned to node 𝑗 or not. 

• 𝑦𝑖𝑗𝑡 is a binary variable indicating if task 𝑖 is being allocated resources on node 𝑗 at time 𝑡 

or not. 

• 𝑤𝑖𝑗𝑡 is a positive integer variable indicating the workload as the number of resources 

allocated for task 𝑖 on node 𝑗 at time 𝑡. 

• 𝑍𝑙𝑞 is a positive integer variable indicating the LBF between node 𝑙 and node 𝑞. 

3.4.3.4 Decision Expressions 

Eqns. 3.23, 3.24 and 3.25 calculate the parameters used by the objective function and constraints 

defined in Sections 3.4.4 and 3.4.5. 

• 𝜈𝑖 is a positive integer variable used to calculate the maximum allowed latency for task 𝑖 

in terms of time units. 

𝜈𝑖 = 𝛼𝑖/𝛽𝑖 (3.23) 

• 𝜉𝑖𝑗  is a positive integer variable used to calculate the distance between task 𝑖 and node 𝑗 

that represents the propagation delay. 

𝜉𝑖𝑗  = √(𝛾𝑖(𝑥) − 𝜂𝑗(𝑥))
2

+ (𝛾𝑖(𝑦) − 𝜂𝑗(𝑦))
2

 (3.24) 

• 𝜌𝑗 is a positive integer variable used to calculate the node utilization. The node utilization 

is the sum of all the workload 𝑤𝑖𝑗𝑡 consumed by all tasks 𝐼 over the model simulation 

period 𝑇 divided by the node resource capacity 𝜁𝑗 . 
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𝜌𝑗 = ∑ ∑ 𝑤𝑖𝑗𝑡

𝑘

𝑡=0

𝑛

𝑖=0

/𝜁𝑗  (3.25) 

3.4.4 Objective Function 

The objective function of TASLA-LB tries to maximize profit generated by the fog service 

provider. The profit is the difference between the generated revenue (R) and associated cost (C). 

Eqn. 3.26 calculates the revenue 𝑅. 

𝑅 =  ∑ ∑ ∑(𝛼𝑖 ∗ 

𝑘

𝑡=0

𝑚

𝑗=0

𝑛

𝑖=0

𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡) (3.26) 

The revenue calculation combines the task CoS used for prioritization, task length that represents 

the service volume and the allocated workload that represents the service rate. Eqn. 3.27 calculates 

the associated cost 𝐶. The cost calculation combines the deviation cost and the resource 

consumption cost. 

𝐶 =  ∑ ∑ ∑(𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶 

𝑘

𝑡=0

𝑚

𝑗=0

𝑛

𝑖=0

) + ∑ ∑ (𝐷𝐶 ∗ 𝑍𝑙𝑞)
𝑞∈𝐽

𝑙∈𝐽
𝑙<𝑞

 (3.27) 

The cost calculation combines the operational costs and the deviation costs. The deviation cost is 

associated with the LBF (𝑍𝑙𝑞) between node 𝑙 and node q where 𝑙, 𝑞 ∈ 𝐽 ∶ 𝑙 < 𝑞. This ensures that 

the LBF is not calculated twice for the same pair of nodes. 

Linear programing is used to maximize the profit (𝑃) as shown in Eqn. 3.28. 

max 𝑃 = 𝑚𝑎𝑥 {𝑅 − 𝐶} (3.28) 

In case the task latency requirements cannot be satisfied, the task is assigned to the cloud DC as a 

last resort without generating any revenue since the SLA is violated. 

3.4.5 Constraints 

This section describes the constraints used to model the problem. The constraints are divided into 

six main categories as illustrated in Figure 3.6. The load balancing constraints are specific to 

TASLA-LB while the other five categories are common in TASLA. 
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Figure 3.6: TASLA-LB Model Constraint Categories 

3.4.5.1 Task Assignment Constraints  

• Task Assignment: Eqn. 3.29 ensures that each task 𝑖 can only be assigned to at most one 

node (either fog node or cloud DC). 

∑ 𝑥𝑖𝑗 ≤ 1

𝑗∈𝐽

   { 𝑖 ∈  𝐼} (3.29) 

• Resource Allocation: Eqn. 3.30 ensures that node 𝑗 can allocate resources (𝑦𝑖𝑗𝑡 ) to task 𝑖 

only if task 𝑖 is already assigned (𝑥𝑖𝑗) to node 𝑗. 

𝑦𝑖𝑗𝑡 ≤ 𝑥𝑖𝑗    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.30) 

• Task Assignment Start Time: Eqn. 3.31 ensures that task 𝑖 cannot be allocated resources 

(𝑦𝑖𝑗𝑡) before its release time (𝛿𝑖). 

𝑦𝑖𝑗𝑡 = 0    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ≤ 𝛿𝑖 ∈  𝑇} (3.31) 

3.4.5.2 Latency Requirements Constraints 

• Task Assignment End Time: Eqn. 3.32 ensures that task 𝑖 cannot be allocated resources 

(𝑦𝑖𝑗𝑡) after the maximum allowed latency (E2E overall task completion time 𝛿𝑖 + 𝜈𝑖). This 

constraint ensures that the task assignment satisfies the latency requirements with respect 

to the actual task release time (𝛿𝑖 + 𝜈𝑖). 

𝑦𝑖𝑗𝑡 = 0    { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 > (𝛿𝑖 + 𝜈𝑖) ∈  𝑇} (3.32) 
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• Latency Requirements: Eqn. 3.33 ensures that the task assignment satisfies the latency 

requirements. More precisely, it makes sure that the sum of the processing delay 

(∑ 𝑦𝑖𝑗𝑡 𝑡∈𝑇 ) and the propagation delay (𝜉𝑖𝑗) between assigned task 𝑖 and node 𝑗 over the 

model simulation period 𝑇 doesn’t exceed the latency requirements (𝜈𝑖) of task 𝑖. 

∑ 𝑦𝑖𝑗𝑡 ≤ (𝑥𝑖𝑗 ∗ (𝜈𝑖 − 𝜉𝑖𝑗))𝑡∈𝑇     { 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽} (3.33) 

3.4.5.3 Workload Constraints 

• Workload Lower Bound: Eqn. 3.34 ensures that task 𝑖 can only consume workload (𝑤𝑖𝑗𝑡) 

when the node resources have been allocated (𝑦𝑖𝑗𝑡). This constraint sets the minimum value 

for the workload (𝑤𝑖𝑗𝑡) to zero. 

𝑤𝑖𝑗𝑡 ≥ 𝑦𝑖𝑗𝑡     { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.34) 

• Workload Upper Bound: Eqn. 3.35 ensures that the workload (𝑤𝑖𝑗𝑡) consumed by task 𝑖 at 

time 𝑡 cannot exceed the total task length (𝛼𝑖). 

𝑤𝑖𝑗𝑡 ≤ (𝑦𝑖𝑗𝑡 ∗ 𝛼𝑖)   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.35) 

• Workload Allocation: Eqn. 3.36 ensures that the total workload (∑ 𝑤𝑖𝑗𝑡𝑡∈𝑇 ) consumed by 

task 𝑖 over the model simulation period 𝑇 must be equal to the task length (𝛼𝑖). This 

constraint ensures that the task is completely processed using the total allocated workload 

over the duration of the model simulation. 

∑ 𝑤𝑖𝑗𝑡𝑡∈𝑇 = (𝑥𝑖𝑗 ∗ 𝛼𝑖)   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽} (3.36) 

3.4.5.4 Node Capacity Constraints 

• Node Resource Capacity: Eqn. 3.37 ensures that the total workload of all assigned tasks to 

node 𝑗 at time 𝑡 (∑ 𝑤𝑖𝑗𝑡𝑖∈𝐼 ) cannot exceed the node resource capacity (𝜁𝑗). 

∑ 𝑤𝑖𝑗𝑡𝑖∈𝐼 ≤ 𝜁𝑗    { 𝑗 ∈ 𝐽, 𝑡 ∈  𝑇} (3.37) 
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3.4.5.5 Load Balancing Constraints 

• As discussed in Section 3.4.1, the constraints presented in Eqns. 3.38 to 3.40 are used to 

linearize the profit objective function presented in Eqn. 3.28 and link the LBF (𝑍𝑙𝑞) value 

to the absolute difference in utilization (𝜌𝑗) between node 𝑙 and node 𝑞. 

𝑍𝑙𝑞 ≥ 𝜌𝑙 − 𝜌𝑞   {𝑙, 𝑞 ∈ 𝐽 ∶ 𝑙 < 𝑞} (3.38) 

𝑍𝑙𝑞 ≥ 𝜌𝑞 − 𝜌𝑙   {𝑙, 𝑞 ∈ 𝐽 ∶ 𝑙 < 𝑞} (3.39) 

𝑍𝑙𝑞 ≥ 0   {𝑙, 𝑞 ∈ 𝐽 ∶ 𝑙 < 𝑞} (3.40) 

3.4.5.6 Variables Bound Constraints 

• Variables Bound: Eqns. 3.41 and 3.42 determine the bounds for variables 𝑥𝑖𝑗 and 𝑦𝑖𝑗𝑡. 

𝑥𝑖𝑗 ∈ {0,1}   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽} (3.41) 

𝑦𝑖𝑗𝑡 ∈ {0,1}   { 𝑖 ∈ 𝐼, 𝑗 ∈  𝐽, 𝑡 ∈  𝑇} (3.42) 
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Chapter  4: Results and Analysis 

This chapter describes the detailed validation, test results evaluation and analysis of TASLA-GC 

and TASLA-LB. More precisely, Section 4.1 describes the simulation environment used for 

developing and testing the models. Section 4.2 describes the validation procedures and presents 

detailed examples. Finally, Section 4.3 describes the test results, computational complexity, 

performance evaluation and analysis of each model. 

4.1 Simulation Environment 

The mathematical models were developed using Optimization Programming Language (OPL). 

IBM ILOG CPLEX Optimization Studio version 20.1 with default settings was used to execute 

the models. Solving the model in CPLEX can be performed using CPLEX Integrated Development 

Environment (IDE) or interactive CPLEX. CPLEX IDE uses Graphical User Interface (GUI) while 

interactive CPLEX uses oplrun Command Line Interface (CLI). When using the GUI, the OPL 

conversion layers and the required time to load the input data, mathematical model and present the 

output data in IDE, significantly increase the total execution time. The CLI performance has 

proven to be better than the GUI in terms of the execution time and the ability to automate the 

execution of the test plan. For such reason, all the tests developed to validate and evaluate the 

performance of the mathematical models were executed using oplrun CLI. 

The computer that was used to generate input data sets and execute the test plan has the following 

specifications: 

• Operating System: Microsoft Windows 10 64-bit 

• Processor: AMD 2.6 GHz 2 Cores 

• Memory: 8 GB 

• Storage: 931 GB HDD 
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4.2 Mathematical Models Validation 

The validation of TASLA-GC and TASLA-LB was accomplished through three main steps: 

1. Test Plan Generation 

a. Multiple tests were designed to individually evaluate every single constraint of the 

mathematical models. The values of the input data sets were carefully selected to 

ensure that each individual test neutralizes all the constraints used in the model 

except for one constraint in order to determine whether the model perform as 

expected in term of the task assignment and other decision variables or not.  

i. For example, to test the task release time and its impact, the task data set 

was generated to include multiple tasks with different release times and the 

same value for other task attributes such as the task length, CoS and 

location. Similarly, the node data set was generated to include multiple fog 

nodes with the same values for resource capacity and location. 

ii. Another example was to test the node location and its impact. The node data 

set was generated to include multiple nodes with different coordinates and 

the same resource capacity. 

b. The input data sets used for the test plan were designed to simulate a simple and 

small fog network with multiple task sizes, node sizes and simulation periods. 

2. Manual Calculations 

a. Manual calculations against each input data set were performed. The results of the 

manual calculations determine the profit and the associated task assignment 

according to the equations used in each mathematical model. 

3. Model Execution in CPLEX 

a. The next step was to execute each mathematical model in CPLEX using the same 

input data sets of each test that were used for manual calculations. 

b. The CPLEX output of each test includes the value of the optimal profit and the 

associated decision variables. 

c. The CPLEX output of each test was compared to manual calculations against the 

same input data sets. The output from CPLEX was identical to the manual 

calculations for all the performed tests. 
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The above procedure was performed to test all the constraints in each model. Both mathematical 

models were validated to perform as per the expected behaviour.  

Table 4.1 and Table 4.2 show the constants pre-set in TASLA-GC and TASLA-LB respectively. 

These constants are used for all the validation and evaluation testing of the mathematical models 

in this thesis unless explicitly stated otherwise. These constants can be used by the FSP to set the 

different costs in the network and determine the optimal profit values as described in Chapter 3. 

As shown in Table 4.1, the startup cost of a fog node is significantly higher than the operational 

cost (5:1). This is to ensure that the model will always avoid turning on a fog node unless it will 

generate more revenue by satisfying the SLA requirements for a task that cannot be satisfied on 

other operational nodes. In addition, the shutdown cost is double the operational cost. This is to 

ensure that the model will avoid turning off a fog node unless it is idle for two consecutive time 

units. 

Table 4.1: TASLA-GC Constants 

Constant Value 

Operational cost (OC) 1 

Startup cost (CU) 5 

Shutdown cost (CD) 2 

 

Table 4.2: TASLA-LB Constants 

Constant Value 

Resource consumption cost (RC) 1 

Deviation cost (DC) 1 
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4.2.1 TASLA-GC Detailed Example 

This section describes a detailed example used to validate TASLA-GC. In addition, this example 

shows how the model implements the task assignment, satisfy the SLA and green computing 

requirements. More precisely, this example is designed to demonstrate the impact of task, node 

attributes and different costs on the propagation delay, service prioritization, variable workload 

allocation rates and different node states change over the model’s simulation period. Table 4.3 

shows the set of tasks I and Table 4.4 shows the set of nodes J. These input data sets are pre-

generated and used for the model iterations using set of time units |T| = 11 (0-10). 

Table 4.3: Set of Tasks I 

|I| Task i Length (αi) CoS (βi) (x, y) Coordinates (γi) Release Time (δi) Latency (νi) * 

5 1 200 20 (0, 0) 0 10 

2 200 5 (0, 0) 0 40 

3 200 1 (0, 0) 0 200 

4 100 20 (5, 0) 1 5 

5 100 5 (5, 0) 1 20 

* The maximum allowed latency νi is not a task attribute. Instead νi is a decision expression calculated by 

the model using Length αi and CoS βi , where 𝝂𝒊 = 𝜶𝒊/𝜷𝒊. 

 

Table 4.4: Set of Nodes J 

|J| Node j Type (εj) Resource Capacity (ζj) (x, y) Coordinates (ηj) 

3 1 0 

(Cloud DC) 

Unlimited (100, 100) 

2 1 

(Fog node) 

25 (10, 0) 

3 1 

(Fog node) 

50 (5, 0) 

 

As it can be noticed, the task set I includes tasks with multiple CoS values. Tasks 1 and 4 have the 

highest CoS, tasks 2 and 5 have medium CoS and task 3 has the lowest CoS. When comparing 

tasks 1, 2 and 3, it can be noticed that they all have the same task length, location and release time. 

The model is expected to prioritize tasks with higher CoS to maximize the profit according to the 

objective function presented in Eqn. 3.5 which calculates the revenue based on task length, CoS 
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and allocated workload. When comparing tasks 1 and 3, although they both have the same task 

length of 200, task 1 has a higher CoS of 20. Accordingly, the model is expected to prioritize task 

1 which will generate more revenue. Finally, the model calculates the task latency requirements 

using Eqn. 3.1 where 𝝂𝒊 = 𝜶𝒊/𝜷𝒊. 

The simulated fog network consists of two fog nodes and the cloud DC in three different locations. 

Both fog nodes are much closer than the cloud DC to the tasks. The model calculates the 

propagation delay between each task and the candidate processing node using Eqn. 3.2. The model 

uses the propagation delay and the node resource capacity to determine which nodes can process 

the tasks based on the task requirements. 

Table 4.5 shows the tasks latency requirements and the calculated propagation delay for each task 

and node pair. 

Table 4.5: Propagation Delay 

  Node j 

Task i  Latency (νi) 1 (Cloud DC) 2 (Fog node) 3 (Fog node) 

1 10 141 10 5 

2 40 141 10 5 

3 200 141 10 5 

4 5 138 5 0 

5 20 138 5 0 

 

Based on the above information, below are few notes on the expected task assignment results: 

• Task 3 can be assigned to the cloud DC as the maximum required latency is 200 which is 

larger than the propagation delay between task 3 and the cloud DC of 141. This allows a 

room for a maximum processing delay of 59. 

o Assigning task 3 to the cloud DC will generate more profit when compared to the 

fog nodes as the latency requirements can be satisfied with no associated costs on 

the cloud DC since it doesn’t have any operational, startup or shutdown costs 

according to the assumptions in Section 3.2.1. 

o This allows the model to save the limited resources on the fog nodes to be able to 

process other tasks which have lower latency requirements and cannot be assigned 

to the cloud DC. 
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• Tasks 1, 2, 4 and 5 will not generate any profit if assigned to the cloud DC as the latency 

requirements will not be satisfied due to the high propagation delay between the tasks and 

the cloud DC. 

• Tasks 1 will not generate any profit if assigned to fog node 2 as the max required latency 

is 10, while the propagation delay between task 1 and fog node 2 is 10. In other words, the 

required processing delay for task 1 on fog node 2 must be zero, which is impossible to 

achieve. 

• Task 4 cannot be assigned to fog node 2 as the maximum allowed latency is 5 while the 

propagation delay between task 4 and fog node is 5, this means that the required processing 

delay to meet the SLA must be zero, which is impossible to achieve. 

• In the case where the maximum allowed latency exceeds the actual model duration, the 

model will still determine a task assignment based on the task CoS, where the task 

processing is completed within the model duration if there is enough resource capacity. For 

example, task 3 has a maximum allowed latency of 200 time units while the actual model 

runs for 11 time units only. In such case, the task will be assigned for processing and the 

task processing must be completed by t10. This allows the model to satisfy the latency 

requirements and maximize the profit. 

• In summary, the model is expected to assign task 1 to fog node 3 and task 3 to the cloud 

DC. Task 4 is expected to be assigned to fog node 3. Finally, fog node 3 will not have 

enough resource capacity within the model simulation period to address the SLA for both 

task 2 and 5 simultaneously. As task 2 is released before task 5, task 2 is expected to be 

assigned to fog node 3 which is already turned on, while task 5 will be assigned to fog node 

2 which has to be turned on. 

After solving the model with CPLEX, the results shown in Table 4.6 to Table 4.9 were obtained. 

The optimal solution returned a profit of 1,289,971 units and was solved in 0.19 seconds (sec). 

Table 4.6 shows that only task 3 has been assigned to the cloud DC. Task 5 has been assigned to 

fog node 2 while tasks 1, 2 and 4 have been assigned to fog node 3. 
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Table 4.6: Task Assignment (xij) 

 Node j 

Task i  1 (Cloud DC) 2 (Fog node) 3 (Fog node) 

1 0 0 1 

2 0 0 1 

3 1 0 0 

4 0 0 1 

5 0 1 0 

 

Table 4.7: Resource Allocation 

Task i Node j Time Unit t Resource Allocation (yijt) Workload (wijt) 

1 3 1 1 50 

1 3 2 1 50 

1 3 4 1 50 

1 3 5 1 50 

2 3 7 1 50 

2 3 8 1 50 

2 3 9 1 50 

2 3 10 1 50 

3 1 2 1 200 

4 3 3 1 50 

4 3 6 1 50 

5 2 4 1 25 

5 2 5 1 13 

5 2 6 1 12 

5 2 7 1 12 

5 2 8 1 13 

5 2 9 1 13 

5 2 10 1 12 

* Only non-zero values are included 

 

As an example, the results show that task 1 has been allocated 50 resources at t1, t2, t4 and t5 on fog 

node 3 for a total of 200 as initially requested. In result, the processing delay for task 1 is equal to 

5 since the task release time was t0. If we add the propagation delay between task 1 and fog node 
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3 (also equal to 5), the actual latency is equal to 10. This satisfies the latency requirements of 10 

for task 1. In addition, the results show that the allocated workload is variable over different time 

units. For example, task 5 is allocated a workload at t5 equal to 13, while the workload at t6 is equal 

to 12. 

Table 4.8 and Table 4.9 show the node different states over the model simulation time. 

Table 4.8: Node Startup State (λjt) 

 Time Unit t 

Node j 0 3 

2 (fog node) 0 1 

3 (fog node) 1 0 

 

Table 4.9: Node Operational State (θjt) 

 Time Unit t 

Node j 0 1 2 3 4 5 6 7 8 9 10 

1 (cloud DC) 1 1 1 1 1 1 1 1 1 1 1 

2 (fog node) 0 0 0 0 1 1 1 1 1 1 1 

3 (fog node) 0 1 1 1 1 1 1 1 1 1 1 

 

As expected, the results show that only fog nodes 2 and 3 have gone through a startup. The cloud 

DC didn’t go through any startup as it is already operationally up 100% of the time. As task 1 was 

released at t0 and was assigned to fog node 3, fog node 3 had gone through a startup at t0 in order 

to be operationally up at t1 and process task 1. Similarly, task 5 was released at t1 with a latency 

requirement of 20, was assigned to fog node 2 which had gone through a startup at t3 to process 

the task. 

Finally, both fog nodes 2 and 3 were operationally up after their initial startup for the entire 

simulation period of the model. In other words, the fog nodes didn’t go through a shutdown in 

order to process all the assigned task and satisfy the SLA requirement to maximize the profit. 
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4.2.2 TASLA-LB Detailed Examples 

This section describes a detailed example used to validate TASLA-LB. In addition, this example 

is used to show how the model implements the task assignment, satisfies the SLA and load 

balancing requirements. More precisely, this example is designed to demonstrate how the model 

can assign tasks in an optimal load balancing fashion over nodes that only satisfies the SLA 

requirements. The example includes an odd number of tasks and odd number of nodes including 

the cloud DC. Table 4.10 shows the set of tasks I and Table 4.11 shows the set of nodes J. These 

input data sets are pre-generated and used for the model iterations using set of time units |T| = 5 

(0-4). 

Table 4.10: Set of Tasks I 

|I| Task i Length (αi) CoS (βi) (x, y) Coordinates (γi) Release Time (δi) Latency  (νi) 

3 1 100 20 (0, 0) 0 5 

2 100 5 (0, 0) 0 20 

3 100 1 (0, 0) 0 100 

* The maximum allowed latency νi is not a task attribute. Instead νi is a decision expression calculated by 

the model using Length αi and CoS βi , where 𝜈𝑖 = 𝛼𝑖/𝛽𝑖. 

 

Table 4.11: Set of Nodes J 

|J| Node j Type (εj) Resource Capacity (ζj) (x, y) Coordinates (ηj) 

3 1 0 

(Cloud DC) 

Unlimited (90, 0) 

2 1 

(Fog node) 

100 (1, 0) 

3 1 

(Fog node) 

100 (1, 0) 

 

The task set I includes 3 different tasks with the same task length, location and release time values 

but different CoS. The network consists of two fog nodes and the cloud DC. Both fog nodes have 

the exact resource capacity and location. The model calculates the propagation delay between the 

task and the candidate processing node using Eqn. 3.24. The model uses the propagation delay and 

the node resource capacity to determine which nodes can process the tasks based on the task 

requirements. Table 4.12 shows the tasks latency requirements and the calculated propagation delay 

for each task and node pair. 
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Table 4.12: Propagation Delay 

 Node j 

Task i Latency (νi) 1 (Cloud DC) 2 (Fog node) 3 (Fog node) 

1 5 90 1 1 

2 20 90 1 1 

3 100 90 1 1 

 

Based on the previous information, below are few notes on the expected task assignment results: 

• The cloud DC can only satisfy the latency requirements for task 3. 

• Fog node 2 or fog node 3 can satisfy the latency requirements for all the three tasks 

combined within the model simulation period. 

• In order for the model to achieve optimal load balancing, task 1 and task 2 must be assigned 

to a different fog node each while task 3 must be assigned to the cloud DC. 

• Node utilization 𝜌𝑗 is calculated using Eqn. 3.25 where  𝜌𝑗 = ∑ ∑ 𝑤𝑖𝑗𝑡
𝑘
𝑡=0

𝑛
𝑖=0 /𝜁𝑗. 

• As the cloud DC has unlimited resource capacity, its node utilization is always equal to 

zero. 

• The cloud DC resource consumption cost (𝑅𝐶) is always equal to zero. 

• The load balancing factor 𝑍𝑙𝑞 between node 𝑙 and node 𝑞 is determined by the model in 

relation with each node utilization value 𝜌𝑗 using Eqns. 3.38 to 3.40. 

• The revenue 𝑅 =  ∑ ∑ ∑ (𝛼𝑖 ∗ 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡). 

• The cost 𝐶 =  ∑ ∑ ∑ (𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 ) + ∑ ∑ (𝐷𝐶 ∗ 𝑍𝑙𝑞)𝑞∈𝐽𝑙∈𝐽

𝑙<𝑞

. 

• max 𝑃 = 𝑚𝑎𝑥{𝑅 − 𝐶}. 

The below manual calculations for the profit P objective function in Eqn. 3.28 show the three main 

permutations for the task assignment for this example: 

1. All three tasks are assigned to one fog node (e.g., fog node 2): 

a. 𝑅 =  ∑ ∑ ∑ (𝛼𝑖 ∗ 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡)  =  (100 ∗ 20 ∗ 100)  +  (100 ∗ 5 ∗ 100) +

 (100 ∗ 1 ∗ 100) 

b. For each task assignment, the term (𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶) = 1 ∗ 1= 1. 
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c. For each pair of nodes the term 𝑍𝑙𝑞 = |𝜌𝑙 − 𝜌𝑞| = |(∑ ∑ 𝑤𝑖𝑙𝑡
𝑘
𝑡=0

𝑛
𝑖=0 /𝜁𝑙) −

(∑ ∑ 𝑤𝑖𝑞𝑡
𝑘
𝑡=0

𝑛
𝑖=0 /𝜁𝑞)|.  

d. If all tasks are assigned to fog node 2, then 𝜌2 =
100+100+100

100
= 3, while 𝜌1 and 𝜌3 =

0. 

e.  Then,  𝑍12 = |0 − 3|,  𝑍13 = |0 − 0| and 𝑍23 = |3 − 0|. 

f. 𝐶 =  ∑ ∑ ∑ (𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 ) + ∑ ∑ (𝐷𝐶 ∗ 𝑍𝑙𝑞)𝑞∈𝐽𝑙∈𝐽

𝑙<𝑞

= (1+1+1) + |0-3| + |0-

0|+ |3-0| 

g. 𝑃 = (100*20*100) + (100*5*100) + (100*1*100) – (1+1+1) – (3+0+3) = 

259,991 

2. Tasks 1 and 2 are assigned to one fog node (e.g., fog node 2) and task 3 is assigned to the 

cloud DC: 

a. 𝑅 =  ∑ ∑ ∑ (𝛼𝑖 ∗ 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡)  =  (100 ∗ 20 ∗ 100)  +  (100 ∗ 5 ∗ 100) +

 (100 ∗ 1 ∗ 100) 

b. 𝐶 =  ∑ ∑ ∑ (𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 ) + ∑ ∑ (𝐷𝐶 ∗ 𝑍𝑙𝑞)𝑞∈𝐽𝑙∈𝐽

𝑙<𝑞

= (1+1+1) + |0-2| + |0-

0| + |2-0| 

c. 𝑃 = (100*20*100) + (100*5*100) + (100*1*100) – (1+1+1) – (2+0+2) = 

259,993 

3. Task 1 is assigned to fog node 2, task 2 to fog node 3 and task 3 to cloud DC (optimal 

load balance): 

a. 𝑅 =  ∑ ∑ ∑ (𝛼𝑖 ∗ 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 𝛽𝑖 ∗ 𝑤𝑖𝑗𝑡)  =  (100 ∗ 20 ∗ 100)  +  (100 ∗ 5 ∗ 100) +

 (100 ∗ 1 ∗ 100) 

b. 𝐶 =  ∑ ∑ ∑ (𝑦𝑖𝑗𝑡 ∗ 𝑅𝐶 𝑘
𝑡=0

𝑚
𝑗=0

𝑛
𝑖=0 ) + ∑ ∑ (𝐷𝐶 ∗ 𝑍𝑙𝑞)𝑞∈𝐽𝑙∈𝐽

𝑙<𝑞

= (1+1+1) + |0-1| + |0-

1| + |1-1| 

c. 𝑃 = (100*20*100) + (100*5*100) + (100*1*100) – (0+1+1) – (1+1+0) = 

259,996 (max profit) 

The manual calculations are aligned with the expected results where the optimal maximum profit 

is only achieved when the tasks are assigned in a load balancing fashion to the nodes that can 

satisfies the latency requirements. 
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After solving the model with CPLEX, the results shown in Table 4.13 to Table 4.15 were obtained. 

The optimal solution returned a profit of 259,996 units which matches the manual calculations and 

was solved in 0.01 sec. 

Table 4.13: Load Balancing Factor (Zlq) 

 Node q 

Node l 1 (Cloud DC) 2 (Fog node) 3 (Fog node) 

1 (Cloud DC) 0 1 1 

2 (Fog node) 0 0 0 

3 (Fog node) 0 0 0 

 

Table 4.14: Task Assignment (xij) 

 Node j 

Task i 1 (Cloud DC) 2 (Fog node) 3 (Fog node) 

1 0 1 0 

2 0 0 1 

3 1 0 0 

 

Table 4.15: Resource Allocation 

Task i Node j Time Unit t Resource Allocation (yijt) Workload (wijt) 

1 2 4 1 100 

2 3 3 1 100 

3 1 3 1 100 

* Only non-zero values are included 

 

The results shows that task 1 has been assigned to fog node 2, task 2 has been assigned to fog node 

3 and task 3 has been assigned to cloud DC. Task 1 has been allocated 100 resources at 𝑡4 while 

task 2 and task 3 each has been allocated 100 resources at 𝑡3. The task assignment satisfies the 

load balancing requirements where each task is assigned to a single node that satisfies the latency 

requirements. 
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4.3 Mathematical Models Evaluation 

The test plan used to evaluate the mathematical models is designed to include various size 

simulation networks, task sets with randomly generated values for task and node attributes. The 

same exact test plan in terms of data input set sizes and values was used to evaluate both TASLA-

GC and TASLA-LB. Both models were initially executed in CPLEX without setting any execution 

time limits. The analysis of the executed test results and CPLEX logs has shown that most of the 

executed tests have been completed successfully in less than 36000 sec with few exceptions. 

Further analysis of the tests with an actual execution time that exceed 36000 sec, have shown that 

most of the iterations through the optimization tree branches performed after 36000 sec have 

returned identical values to the final optimal results determined by the solver. For such reason, it 

has been decided to set an execution time limit of 36000 sec in CPLEX (hereinafter referred to as 

full model). We believe that the full model with an execution time limit of 36000 sec is a good 

trade-off to search for optimal solutions with a high degree of confidence. The full model is used 

to find optimal solutions since CPLEX has enough time (in most cases) to iterate through all 

possible solutions according to the problem size. 

Furthermore, in order to determine the model’s performance within a relatively shorter execution 

time, both models were executed again in CPLEX but with an execution time limit set to 180 sec 

(hereinafter referred to as limited model). By setting the time limit to 180 sec in the limited model, 

the analysis and comparison to the full model results has shown that most of the CPLEX processing 

time is used to validate that the solution is optimal by comparing the results to all other possible 

solutions. If the time limit has been reached before completing this process, CPLEX will return 

the best solution found by that point of time. This limited model could also be seen as a heuristic 

algorithm with a trade-off between the solution quality and the execution time. 

Each test consists of input data with specific set size in terms of the number of tasks (|𝐼|) and nodes 

(|𝐽|) of the simulated network. For each problem size, three different test instances were generated 

with the task and node parameters were randomly generated within a specified range. Each test 

instance was loaded and executed using both the full and limited model in CPLEX for the required 

simulation period which is the set of time units 𝑇. The test results in terms of profit and execution 

time are captured and sorted according to the minimum (min), median (med) and maximum (max) 

values of each test. 
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The test results presented in the next sub-sections include the optimal profit value determined by 

the full model and the relative profit determined by the limited model if applicable. The relative 

profit is represented as a ratio to the optimal profit value in the full model where a relative profit 

of 1 indicates that the limited model was able to determine the same exact optimal solution as the 

full model. A relative profit of 0 indicates that no solution has been found within the execution 

time (180 sec) of the limited model. The details of the test plan are summarized in Table 4.16 and 

the range of possible values for tasks i and nodes j are shown in Table 4.17 and Table 4.18 

respectively.   

Table 4.16: Parameters of the Test Plan 

Number of tasks (|I|) {10, 20, 30, 40, ..., 200} 

Number of nodes (|J|) {5, 10, 15, 20, 25} 

Number of instances 3 

Time limit of full model 36000 seconds 

Time limit of limited model 180 seconds 

 

Table 4.17: Range of parameters for Task i 

 Range 

Length (αi) {100, 150, 200, 250, 300} 

CoS (βi) {1, 5, 20} 

(x, y) Coordinates (γi) ({0, 1, 2, 3, 4, …, 99}, 0) 

Release Time (δi) {0, 1, 2, 3, 4} 

 

Table 4.18: Range of parameters for nodes j 

 Range 

Type (ε1) {0} for Cloud DC 

Type (ε2-m) {1} for Fog Node 

Resource Capacity (ζ1) {Unlimited} 

Resource Capacity (ζ2-m) {50, 100, 150, 200, 250} 

(x, y) Coordinates (η1) (200, 0) 

(x, y) Coordinates (η2-m) ({0, 1, 2, 3, 4, …, 99}, 0) 
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As it can be noticed in Table 4.17 and Table 4.18, the y coordinate value for of all the tasks and 

nodes is always fixed to zero. As previously stated in Section 3.2.1, the propagation delay is 

calculated by the model using the cartesian distance between the task and the processing node. For 

such reason and for the sake of simplicity when validating the model calculations, it has been 

decided to fix the y coordinate values to zero and use random values for the x coordinate of all 

tasks and node locations. 

In summary, each individual test was developed to represent a specific problem size. Three 

different instances for each problem size with randomly generated values according to the ranges 

in Table 4.17 and Table 4.18 were used. Each test instance was executed in CPLEX using both the 

full model and the limited model where the execution time limit for the full model is set to 36000 

sec and the limited model is set to 180 sec. 

4.3.1 TASLA-GC Evaluation 

Based on the test results, this section will first evaluate the model computational complexity 

followed by the performance analysis. 

4.3.1.1 Computational Complexity 

As mentioned previously, the classical assignment problem has already been shown to be NP-hard 

[4]. In order to evaluate the model computational complexity and its impact on the execution time, 

we perform tests using ten different set of tasks |𝐼| ∈ {10, 20, …, 100}, five different set of nodes 

|𝐽| ∈ {5, 10, 15, 20, 25} and two different set of time units |𝑇| ∈ {10, 20}. Three different test 

instances of each set size were generated using random values within the ranges described in Table 

4.17, Table 4.18 and were executed using the full model in CPLEX. Figure 4.1 shows the median 

execution time for the computation complexity evaluation tests. For readability reasons, the 

detailed test results for the computational complexity evaluation are shown in Appendix A.1. 
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Figure 4.1: Median Execution Time for TASLA-GC Evaluation Tests 

The results show that for a fixed number of nodes, the execution time increases exponentially with 

respect to the number of tasks. For a specific number of tasks, the execution time also increases 

when more fog nodes are available. Moreover, increasing the model simulation period has 

significantly increased the execution time as the optimization tree for the same number of tasks 

and nodes has increased. This is due to the fact that the model tries to optimize the node status 

over time to achieve the green computing requirement. These observations can be contributed to 

the fact that the more available options for task assignment, the more execution time will be 

required by the solver to determine the optimal task assignment.  In addition, some variations in 

the trend of the execution time can be noticed especially for |T|=10. This can be a result of the 

algorithm used by CPLEX to search the optimization tree. 

The analysis of the CPLEX logs shows that the optimal solution was determined approximately 

after 20-30% of the execution time on average. The remaining time was used to validate the 

solution by iterating through the remaining branches of the optimization tree. This allows for a 

high level of confidence when predicting the minimum execution time required to determine the 

optimal profit and task assignment.  

To add strength to our analysis about complexity, we also looked at how the number of decision 

variables and constraints is affected by the various input sizes. Eqn. 4.1 and Eqn. 4.2 calculate the 

number of decision variables and the maximum number of constraints in TASLA-GC respectively. 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 = |𝐽|(|𝐼|(2|𝑇| + 1) + 3|𝑇|) (4.1) 

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 ≤ 4|𝐽||𝑇| + |𝐼|(2|𝐽|(3|𝑇| + 1) + 1) (4.2) 
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Eqns. 4.1 and 4.2 show that the size of the input data sets of tasks 𝐼, nodes 𝐽 and time units 𝑇 

increases the number of the decision variables and constraints in TASLA-GC. In addition, the 

number of constraints is significantly higher when compared to the number of the decision 

variables. As it can be noticed, the size of the time units 𝑇 is the major factor that contributes to 

the computational complexity of the model. 

For example, the results show that for (|𝐼| = 50, |𝐽| = 25 and |𝑇| = 10), the median execution 

time is 5.97 sec, the number of decision variables is 27000 and the number of constraints is 62773. 

For the same network size over a different simulation period (|𝐼| = 50, |𝐽| = 25 and |𝑇| = 20), the 

median execution time 11.09 sec, the number of decision variables is 52750 and the number of 

constraints is 119971. These results are aligned with the computational complexity calculations 

which indicate that the increase in the size of the set of time units |𝑇| will significantly increase 

the model computational complexity and accordingly the execution time. 

4.3.1.2 Performance Analysis 

To evaluate and analyse the model performance, we used ten different set of tasks |𝐼| ∈ {110, 120, 

…, 200}, five different set of nodes |𝐽| ∈ {5, 10, 15, 20, 25} and two different set of time units 

|𝑇| ∈ {10, 20}. Three different instances of each set size were generated using random values 

within the ranges described in Table 4.17 and Table 4.18. All test instances were executed using 

both the full and the limited model in CPLEX. Figure 4.2 shows the median profit values for the 

performance analysis tests and all the detailed results are shown in Appendix A.2. 

 

Figure 4.2: Median Profit for TASLA-GC Performance Analysis Tests 
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The results show that different factors contribute to the profit. For the same number of tasks, the 

increase in the number of nodes improves the model’s ability to address the SLA for more tasks 

and increase the profit accordingly. In addition, for the same number of nodes, increasing the 

model simulation period has slightly increased the profit for larger number of tasks as the model 

was able to assign more tasks and satisfy the SLA requirements within the longer simulation 

period. 

Figure 4.3 shows a break down for the execution time of the full model test results. As can be seen, 

most test instances (202/300) were solved within 3600 seconds and only a limited number (98/300) 

took more than 3600 and less than or equal 36000 (time limit for full mode). 

 

Figure 4.3: Breakdown for TASLA-GC Execution Time using Full Model 

The detailed results, presented in Appendix A.2, show that for 96.3% of the tests, the limited model 

with an execution time limit of 180 sec provided an identical result in terms of relative profit when 

compared to the optimal profit returned by the full model. Further analysis shows that the relative 

profit is 100% of the optimal profit in networks where the number of tasks and nodes are smaller 

than or equal to |𝐼| = 140 and |𝐽| = 25. For larger networks where number of tasks and nodes are 

greater than or equal to |𝐼| = 160 and |𝐽| = 25, the limited model was able to determine a relative 

profit equal to 96.7% of the optimal profit on average. Finally, the results show that the size of the 

time units set |𝑇| doesn’t influence the performance of the limited model or the relative profit as a 

ratio to the optimal profit determined by the full model. These results provide a high level of 

confidence when using the limited model to determine the profit. 

Figure 4.4 shows the median relative profit as determined by the limited model for the set of tasks 

|𝐼| ∈ {110, 120, …, 200} over the set of nodes |𝐽| = 25 and the set of time units |𝑇| = 20. 
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Figure 4.4: Median Relative Profit for TASLA-GC using set of nodes |J|= 25 and |𝑇| = 10. 

As mentioned earlier, the relative profit determined by the limited model (execution time limit of 

180 sec) is presented as a ratio of the optimal profit value determined by the full model (execution 

time limit of 36000 sec). A relative profit of 1 indicates that the limited model was able to 

determine the same exact optimal solution as the full model while a relative profit of 0 indicates 

that no solution has been found by the limited model. The results in Figure 4.4 show that the limited 

model was able to provide identical results to the full model for |I| ≤ 150, |J|=25 and |T|=10. In 

addition, the relative profit has slightly decreased with the increase in the number of tasks for the 

same number of nodes and simulation period. This indicates that the limited model was still able 

to provide results with more than 98% of the value of the results provided by the full model for |I| 

≥ 160, |J|=25 and |T|=10. 

4.3.1.3 TASLA-GC Evaluation Summary 

This section presented the computational complexity and the performance analysis of TASLA-GC 

based on the test results of both the full model (36000 sec) and the limited model (180 sec). 

While the size of the input data sets of tasks 𝐼, nodes 𝐽 and time units 𝑇 determines the number of 

the decision variables and constraints, it has been shown that the increase in size of the time units 

T plays a major role in the increase of the model computational complexity and execution time. 

The number of nodes 𝐽 and time units T are the main factor that allow the model to address the 

SLA requirements and maximize the profit. 
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The performance of the limited model has shown to provide reliable results in terms of the relative 

profit when compared to the optimal profit determined by the full model. This can be contributed 

to the fact that the full model can find an optimal result after 20-30% of the actual execution time 

which allows for more confidence when estimating the minimum required time to find optimal 

solution whether using the full or the limited model. 

4.3.2 TASLA-LB Evaluation 

This section describes the model computational complexity and the performance analysis of the 

second model based on load balancing. 

4.3.2.1 Computational Complexity 

To evaluate the model’s computational complexity and its impact on the execution time, we 

perform tests using ten different set of tasks |𝐼| ∈ {10, 20, …, 100}, five different set of nodes 

|𝐽| ∈ {5, 10, 15, 20, 25} and two different set of time units |𝑇| ∈ {10, 20}. Three different test 

instances of each set size were generated using random values within the ranges described in Table 

4.17 and Table 4.18 and were executed using the full model in CPLEX. Figure 4.5 shows the 

median execution time for the computation complexity evaluation tests. For readability reasons, 

the detailed test results for the computational complexity evaluation are shown in Appendix B.1. 

 

Figure 4.5: Median Execution Time for TASLA-LB Evaluation Tests 

The results show that for a fixed number of nodes, the execution time increases exponentially with 

respect to the number of tasks. For a specific number of tasks, the execution time also increases 

when more fog nodes are available. In addition, increasing the model simulation period has 
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significantly increased the execution time as the optimization tree for the same number of tasks 

and nodes has increased. Finally, few variations in the trend of the execution time can be noticed 

especially for |T|=20. This can be a result of the algorithm used by CPLEX to search the 

optimization tree. In summary, the increase in the problem size will result in more task assignment 

options which leads to an increase in the execution time required by the solver to iterate all the 

optimization tree branches to determine the optimal result. 

The analysis of the CPLEX logs shows that the optimal solution was determined approximately 

after 80-90% of the execution time on average. The remaining time was used to validate the 

solution by iterating through the remaining branches of the optimization tree. This allows for a 

high level of confidence when predicting the minimum execution time required to determine the 

optimal profit and task assignment. 

To add strength to our analysis about complexity, we also looked at how the number of decision 

variables and constraints is affected by the various input sizes. Eqn. 4.3 and Eqn. 4.4 calculate the 

number of decision variables and the maximum number of constraints in TASLA-LB respectively. 

𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 = |𝐽| (|𝐼|(2|𝑇| + 1) +
|𝐽| − 1

2
) (4.3) 

𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 ≤ |𝐽| (5|𝐼||𝑇| + 2|𝐼| + |𝑇| +
3(|𝐽| − 1)

2
) + |𝐼| (4.4) 

Eqns. 4.3 and 4.4 shows that the size of the input data sets of tasks 𝐼, nodes 𝐽 and time units 𝑇 

increases the number of the decision variables and constraints in TASLA-LB. In addition, the 

number of constraints is significantly higher when compared to the number of the decision 

variables. Finally, the size of the set of nodes 𝐽 is the major factor that contributes to the 

computational complexity of the model due to the required calculations for the load balancing 

which is determined based on the node utilization. 

For example, the results show that for (|𝐼| = 50, |𝐽| = 20 and |𝑇| = 10), the median execution time 

is 19.08 sec, the number of decision variables is 21190 and the number of constraints is 40389. 

When increasing the number of nodes for the same number of tasks over the same simulation 

period (|𝐼| = 50, |𝐽| = 25 and |𝑇| = 10), the median execution time is 35.91 sec, the number of 

decision variables is 26550 and the number of constraints is 50457. These results show the impact 

of increasing the number of nodes which increases the model complexity and the execution time. 
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The results for similar network size over different simulation period (|𝐼| = 50, |𝐽| = 25 and |𝑇| = 

20), shows that the median execution time is 58.89 sec, the number of decision variables is 51550 

and the number of constraints is 94804. These results are aligned with the computational 

complexity calculations which indicates that both the size of the set of nodes |𝐽| and the size of the 

set of time units |𝑇| contributes significantly to the model computational complexity and the 

execution time accordingly. 

4.3.2.2 Performance Analysis 

In order to evaluate and analyse the model performance, we used ten different set of tasks |𝐼| ∈ 

{110, 120, …, 200}, five different set of nodes |𝐽| ∈ {5, 10, 15, 20, 25} and two different set of 

time units |𝑇| ∈ {10, 20}. Three different test instances of each set size were generated using 

random values within the ranges described in Table 4.17 and Table 4.18. All test instances were 

executed using both the full and the limited model in CPLEX. Figure 4.6 shows the median profit 

values for the performance analysis tests and all the detailed results are shown in Appendix B.2. 

 

Figure 4.6: Median Profit for TASLA-LB Performance Analysis Tests 

The results show that increasing the size of the set of time units |𝑇| has slightly increased the profit 

for larger networks as the model was able to assign more tasks and satisfy the SLA requirements 

within the longer simulation period. For the same number of tasks, the increase in the number of 

nodes improves the model’s ability to address the SLA for more tasks and increases the profit 

accordingly. In addition, for the same number of nodes, increasing the model simulation period 

has slightly increased the profit for larger number of tasks as the model was able to assign more 

tasks and satisfy the SLA requirements within the longer simulation period. 
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Figure 4.7 shows a break down of the execution time of the full model test results. As can be seen, 

most test instances (222/300) were solved within 3600 seconds and only a limited number (78/300) 

took more than 3600 seconds and less than or equal 36000 (time limit for full mode).  

 

Figure 4.7: Breakdown for TASLA-LB Execution Time using Full Model 

The detailed results presented in Appendix B.2 show that for 58% of the tests, the limited model 

with an execution time limit of 180 sec provided identical results in terms of relative profit when 

compared to the optimal profit results of the full model. In addition, the limited model was not 

able to determine any solution at 5% of the time where it returned a relative profit of 0. Further 

analysis shows that the relative profit is 100% of the optimal profit in networks where the number 

of tasks and nodes are smaller than or equal to |𝐼| = 100 and |𝐽| = 15. For larger networks where 

the number of tasks and nodes are greater than or equal to |𝐼| = 120 and |𝐽| = 15, the limited 

model was able to determine a relative profit equal to 75.5% of the optimal profit on average. 

Finally, the results show that the size of the time units set |𝑇| doesn’t influence the performance 

of the limited model or the relative profit as a ratio to the optimal profit determined by the full 

model. These results provide a guideline for using the limited model to determine the profit. 

Figure 4.8 shows the median relative profit as determined by the limited model for the set of tasks 

|𝐼| ∈ {110, 120, …, 200} over the set of nodes |𝐽| = 25 and the set of time units |𝑇| = 10.  
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Figure 4.8: Median Relative Profit for TASLA-LB using set of nodes |J|= 25 and |𝑇| = 10. 

As mentioned earlier, the relative profit determined by the limited model (execution time limit of 

180 sec) is presented as a ratio of the optimal profit value determined by the full model (execution 

time limit of 36000 sec). A relative profit value of 1 indicates that the limited model was able to 

determine the same exact optimal solution as the full model while a relative profit value of 0 

indicates that no solution has been found by the limited model. The results in Figure 4.8 show that 

the limited model was able to provide identical results to the full model for |I| ≤ 120, |J|=25 and 

|T|=10. In addition, relative profit has significantly decreased with the increase in the number of 

tasks for the same number of nodes and simulation period. For example, for |I| =160, the ratio is 

equal to zero, which indicates that the limited model was not able to determine any solution for 

this problem size. Moreover, Figure 4.8 show that for |I| ≥ 130, there are variations in the relative 

profit values across the test sample. This can be contributed to the fact that these results represent 

the median result of only 3 test instances of each problem size with randomly generated task 

parameters. Increasing the number of the test instances may provide more stable results but it 

comes with the price of increasing the time required to test all instances for the entire test plan 

using both the full model (36000 sec) and limited model (180 sec) for each test instance. 

4.3.2.3 TASLA-LB Evaluation Summary 

This section presented the computational complexity and performance analysis of TASLA-LB 

based on the test results of both the full model (36000 sec) and the limited model (180 sec). 
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While the size of the input data sets of tasks 𝐼, nodes 𝐽 and time units 𝑇 determines the number of 

the decision variables and constraints, it has been shown that the increase in size of the set of nodes 

𝐽 plays a major role in the increase of the model computational complexity and execution time. In 

addition, the increase in the number of nodes and time units allows the model to address the SLA 

requirements for more tasks and maximize the profit. 

The performance of the limited model has shown to provide less reliable results in terms of the 

relative profit when compared to the optimal profit determined by the full model. This can be 

contributed to the fact that the full model can take up to 80-90% of the total execution time to find 

an optimal solution. For such reason, with the increase in the size of the simulation network, there 

can be a significant gap between the relative and optimal profit. However, the results can be used 

to provide a guideline to determine the minimum required execution time to determine reliable 

results based on the network size. 
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Chapter  5: Conclusion and Future Work 

5.1 Summary 

Fog computing is an edge computing paradigm that has been proposed to bridge the gap between 

the centralized architecture of cloud computing and the new requirements introduced by IoT and 

5G applications such as ultra-low latency, location-awareness, mobility, etc. Fog computing 

extends the cloud computing capabilities to the network edge. Task assignment is an essential 

factor that allows fog computing to address the requirements that cloud computing cannot satisfy. 

The decentralized nature and heterogeneity of fog networks are adding to the overall complexity 

of the task assignment problem. Therefore, task assignment models in fog networks are required 

to address multiple requirements such as SLA, green computing, load balancing, profitability, etc. 

In this thesis, we have developed two mathematical models for task assignment with SLA in fog 

networks. The main objective of both models is to maximize the fog service provider’s profit while 

satisfying the offloaded task(s) SLA requirements. The SLA combines the task class of service 

and end-to-end latency requirements. The profit objective function of both models calculates the 

revenue realized by satisfying the task(s) SLA requirements and the associated costs. Both models 

try to determine the optimal task assignment that satisfies the SLA requirements according to the 

task(s) CoS, service volume, latency and node resource capacity in order to maximize the revenue. 

In addition to the profit and SLA requirements, each model addresses additional requirements to 

satisfy fog service provider’s needs. 

The first model addresses the green computing requirements by implementing an on-demand turn 

on/off strategy for fog nodes. The optimization of the profit objective function tries to minimize 

the fog node(s) startup, operational and shutdown costs to satisfy the green computing 

requirements. The second model addresses the load balancing requirements based on the node 

resource utilization as a ratio of the allocated workload to node resource capacity. The model tries 

to minimize the difference in the node utilization between nodes across the fog network. Both 

models determine the optimal task assignment that satisfies the model’s objective function and 

constraints based on a complete pre-defined set of tasks, nodes and time units. 

Both models were validated and evaluated using various size data input sets. In general, it has been 

observed that increasing the problem size results in more available options for task assignment 
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which leads to an increase in the execution time required by the solver to iterate all the branches 

of the optimization tree and determine the optimal task assignment. More precisely, the green 

computing model results have shown that the model computational complexity increases 

exponentially with the increase in number of tasks and nodes. However, the increase in the model 

simulation period has a significant impact on increasing the model execution time. This can be 

contributed to the fact that the model optimizes the node status over time to minimize the costs 

and achieve green computing requirements. Further analysis has shown that the optimal solution 

was determined by the solver approximately after 30% of the total execution time while the 

remaining time was used by the solver to validate the solution. For such reason, executing the 

model with a limited execution time limit of 180 sec has provided identical results to the full model 

which uses an execution time limit of 36000 sec for smaller networks where the number of tasks 

and nodes are smaller than or equal to |𝐼| = 140 and |𝐽| = 25. For larger networks where number 

of tasks and nodes are greater than or equal to |𝐼| = 160 and |𝐽| = 25, the limited model was able 

to provide a relative profit equal to 96.7% of the optimal profit determined by the full model. These 

results provide a high level of confidence when predicting the minimum execution time required 

to determine the optimal solution. 

The results of the load balancing model have shown that the increase in the number of nodes and 

time units is the main contributor to the model complexity and the increase of the execution time. 

This can be contributed to the fact that the model is trying to determine and minimize the difference 

of the node utilization across the network to achieve load balancing. 

When compared to the green computing model, the load balancing model requires significantly 

higher percentage of the total execution time to determine the optimal solution before validation. 

The solver log analysis for the load balancing model has shown that the optimal solution was 

determined after 90% of the total execution time while the remaining time was used to validate the 

solution. For such reason, the limited model with 180 sec execution time limit was able to provide 

identical results to the full model only for smaller network where the number of tasks and nodes 

are smaller than or equal to |𝐼| = 100 and |𝐽| = 15. For larger networks with the number of tasks 

and nodes are greater than or equal to |𝐼| = 120 and |𝐽| = 15, the limited model was able to 

determine a relative profit equal to 75.5% of the optimal profit determined by the full model. These 

results can be used as guidelines by service providers to predict the execution time based on the 

volume of requests and the size of the fog network.  
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The two proposed models could be useful to provide optimal solutions in fog networks with 

complete knowledge of future task requests that will be offloaded to the network. The models can 

run periodically for a pre-determined cycle duration and determine the optimal profit, task 

assignment and node(s) state based on the information of the tasks to be processed within each 

cycle. Based on the problem size, execution time limits can be set to provide reliable results. In 

addition, fog service providers can use both models to plan their networks according to the 

forecasted end users’ numbers, applications, traffic patterns to determine the capacity, location and 

number of nodes required to maximize the profit while satisfying green computing or load 

balancing. Furthermore, the models can be processed against historical data and predicted task 

requests patterns to provide a benchmark to determine the upper bound of the task assignment 

problem and evaluate the performance of various approximate task assignment algorithms for 

larger and real-time fog networks. 

5.2 Limitations 

The test results of the mathematical models proposed in this thesis have shown that the increase in 

the problem size will significantly increase the computational complexity and the execution time. 

Fog service providers can set an execution time limit to overcome this limitation. However, the 

deployment of the mathematical models in large-scale fog networks will not be practical. In 

addition, both mathematical models require knowledge of the complete set of tasks and nodes to 

be processed prior to the execution. This is a major limitation that restricts the use of the 

mathematical models in real-life networks with real-time and dynamic nature in terms of the 

incoming task requests and network status. However, as discussed above, the models can still be 

used to determine the upper bound values for task assignment and profit value. This allows the 

service providers to have a benchmark to evaluate real-time task assignment models. 

Finally, the proposed models have a lot of assumptions related to input data sets, latency 

calculations, mobility requirements, reliability, etc. These assumptions can add a lot of restrictions 

on using the mathematical model in real-life networks. 
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5.3 Future Work 

To overcome the previously listed limitations, the following sub-sections will recommend future 

work that can eliminate some of these restrictions and extend the model’s capabilities to address 

real-life fog network requirements. 

5.3.1 Input Data Sets Improvement 

In order for the mathematical models to address more realistic requirements, some of the 

assumptions that have been listed in this thesis could be removed. 

Firstly, the end-to-end latency calculation was based only on the propagation and processing delay. 

Additional types of delay can be included such as transmission, queuing and scheduling delay. 

This could be improved by introducing more practical measurements based on different access 

technologies and communication links. 

Secondly, additional resource types can be introduced to both the task requirements and node 

capabilities. This can include storage and communications bandwidth requirements. Moreover, 

different tasks can have different resource type requirements. For example, some tasks can request 

processing resources while other tasks can request storage resources. 

Finally, in this thesis, the revenue calculation was a combination of the class of service, service 

volume and service rate. The revenue and cost calculations can be adapted to reflect more realistic, 

flexible billing and business models. 

5.3.2 Addressing New Requirements 

This thesis didn’t consider some of the main requirements for fog computing such as mobility and 

reliability. Reliability is a major challenge in distributed architectures. Reliability can be defined 

as the ability of the system to perform the required tasks within a certain amount of time while 

providing accurate results. Reliability has a huge impact on the SLA and can be directly impacted 

by failures that occur in different layers of the fog architecture. To achieve high reliability, fault 

tolerant techniques such as task distribution and/or migration can be implemented. 

Mobility support is also a major requirement that allows fog computing to support different 

applications such as cellular devices and vehicular networks. Due to the dynamic nature of fog 

networks, mobility challenges can include load balancing, QoS degradation, service interruption, 
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energy and cost efficiency. To address these challenges, several issues need to be tackled like 

mobility prediction, traffic routing, network management, signaling and synchronization. 

The models proposed in this thesis can be adapted to support mobility by changing the end 

user/task location over different time units within the model simulation period. Task handover 

across different fog nodes can then be enabled to support mobility and satisfy the SLA 

requirements for larger mobile tasks that are processed over longer duration.  

5.3.3 Real-Time Optimization Model 

As previously discussed, the exact mathematical models require knowledge of the complete set of 

task requests prior to the model execution in order to determine the optimal task assignment and 

nodes state changes. In addition, the mathematical models don’t adapt to real-time changes in the 

network status such as nodes or communication links failures. 

A real-time optimization model must assign task without a pre-existing knowledge of the number, 

frequency, location and detailed requirements of the tasks that will be offloaded to the fog network. 

In addition, the real-time model must be able to efficiently support large-scale networks. 

One of the major aspects that a real-time optimization model must tackle is task assignment with 

uncertainty. For example, in the case of the green computing model, the fog node state change can 

be a major challenge for a real-time model. This is due to the fact that the model is required to 

predict the frequency, volume and requirements of future offloaded tasks. Different approaches 

can be used to overcome the uncertainty in task assignment and node state change such as 

stochastic scheduling, probabilistic distribution or prediction based on historical patterns. For 

example, machine learning can be used to analyze the historical data including network status 

changes and patterns of the task requests to provide an enhanced prediction mechanism. 
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Appendices 

Appendix A  TASLA-GC Evaluation Test Results 

This appendix presents the detailed test results used for the evaluation of TASLA-GC 

mathematical model.  

A.1 TASLA-GC Computational Complexity Test Results 

Table A-1 presents the complete computational complexity test results described in Section 

4.3.1.1.  

Table A-1: TASLA-GC Computational Complexity Test Results 

|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

10 5 10 0.16 0.11 0.11 

20 0.47 0.39 0.28 

30 1.23 0.47 0.34 

40 3.56 0.56 0.50 

50 1.58 1.11 0.73 

60 2.11 0.70 0.50 

70 7.38 4.55 2.55 

80 18.19 2.28 2.02 

90 9.61 4.58 1.38 

100 99.91 10.38 9.50 

10 10 0.20 0.19 0.17 

20 0.23 0.23 0.22 

30 0.97 0.94 0.52 

40 2.45 1.69 0.94 

50 31.83 1.80 0.14 

60 8.23 5.17 4.73 

70 56.20 20.47 3.75 

80 468.88 32.16 24.94 

90 344.78 63.92 8.19 

100 44.50 38.30 8.48 

15 10 0.27 0.25 0.19 

20 0.53 0.39 0.38 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

30 1.20 1.03 0.63 

40 9.20 2.97 1.48 

50 6.39 4.92 4.03 

60 17.00 5.59 5.13 

70 8.23 7.03 4.14 

80 438.53 105.89 13.48 

90 195.30 110.31 70.77 

100 158.33 106.86 25.94 

20 10 0.23 0.23 0.14 

20 0.80 0.80 0.66 

30 1.31 1.25 0.67 

40 3.17 3.11 2.73 

50 11.80 8.00 6.73 

60 8.13 6.77 6.02 

70 62.69 31.61 13.59 

80 50.84 20.31 22.08 

90 69.70 67.55 35.94 

100 168.28 48.19 41.30 

25 10 0.84 0.42 0.28 

20 1.09 0.52 0.48 

30 1.64 1.30 1.17 

40 3.48 2.28 2.33 

50 10.72 5.97 4.09 

60 11.42 7.38 3.53 

70 34.16 30.11 29.73 

80 46.94 32.28 23.30 

90 124.20 108.78 49.95 

100 156.91 138.17 87.80 

20 5 10 0.30 0.19 0.17 

20 0.55 0.38 0.24 

30 1.08 0.52 0.34 

40 2.81 1.31 0.76 

50 3.75 2.09 1.83 

60 3.95 3.22 1.20 

70 13.39 4.67 3.25 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

80 68.27 46.66 44.77 

90 30.03 25.33 6.01 

100 43.95 19.19 13.28 

10 10 0.22 0.20 0.19 

20 1.06 0.75 0.42 

30 1.17 2.27 0.94 

40 5.30 2.59 1.94 

50 6.97 4.73 0.49 

60 25.36 17.06 13.55 

70 18.45 7.09 6.36 

80 66.63 18.58 20.19 

90 58.55 50.23 18.09 

100 212.84 174.61 39.11 

15 10 0.38 0.26 0.25 

20 1.27 1.03 0.74 

30 2.41 1.99 1.89 

40 20.11 5.91 4.02 

50 16.24 13.75 4.69 

60 82.45 21.69 16.36 

70 47.14 22.63 12.11 

80 63.36 56.94 35.36 

90 127.53 62.88 39.41 

100 417.97 245.80 53.11 

20 10 0.67 0.66 0.66 

20 2.03 1.91 1.78 

30 3.06 2.91 2.61 

40 5.16 3.80 3.63 

50 11.58 8.89 8.59 

60 19.51 14.41 10.63 

70 42.66 34.50 26.02 

80 312.81 61.47 52.83 

90 343.89 92.23 73.83 

100 294.09 105.56 38.08 

25 10 0.88 0.70 0.69 

20 4.22 1.88 0.92 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

30 12.45 7.25 2.83 

40 8.39 6.56 5.44 

50 12.39 11.09 8.77 

60 20.23 17.09 12.25 

70 49.67 23.05 11.13 

80 116.38 63.92 46.70 

90 429.13 119.69 100.58 

100 657.39 109.95 106.19 

 

A.2 TASLA-GC Performance Test Results 

Table A-2 presents the complete performance analysis test results described in Section 4.3.1.2. 

Table A-2: TASLA-GC Performance Analysis Test Results 

|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

10 5 110 33.92 21.69 14.58 276.75 9.95 9.55 1.00 1.00 1.00 

120 31.04 25.86 20.71 62.05 26.25 18.66 1.00 1.00 1.00 

130 25.32 21.77 20.09 17.61 17.25 3.95 1.00 1.00 1.00 

140 27.10 22.24 21.11 28.02 17.55 3.84 1.00 1.00 1.00 

150 23.30 17.83 16.98 20.77 17.81 12.52 1.00 1.00 1.00 

160 34.66 25.40 18.48 8086.33 55.78 0.80 1.00 1.00 1.00 

170 32.69 28.36 20.70 28.69 23.14 2.01 1.00 1.00 1.00 

180 24.60 21.26 20.46 22.88 7.42 1.86 1.00 1.00 1.00 

190 31.58 29.46 17.29 2109.95 59.48 1.72 1.00 1.00 1.00 

200 32.32 30.63 24.32 40.52 35.38 24.42 1.00 1.00 1.00 

10 110 40.62 39.60 32.69 36000.00 281.73 123.55 1.00 1.00 1.00 

120 44.60 41.31 35.45 36000.00 1027.52 263.34 1.00 1.00 1.00 

130 46.47 44.54 35.04 36000.00 36000.00 2080.39 1.00 1.00 1.00 

140 41.93 41.81 39.99 36000.00 36000.00 445.25 1.00 1.00 1.00 

150 49.66 47.60 40.54 30907.09 25473.11 4321.75 1.00 1.00 1.00 

160 49.26 48.56 45.12 36000.00 36000.00 14784.59 1.00 1.00 1.00 

170 44.23 42.88 38.16 36000.00 36000.00 10522.58 1.00 1.00 1.00 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

180 48.54 48.36 43.68 30367.95 18679.30 4014.80 1.00 1.00 1.00 

190 48.28 43.66 37.91 36000.00 1271.22 986.30 1.00 1.00 1.00 

200 46.23 45.64 43.63 164.38 149.09 27.56 1.00 1.00 1.00 

15 110 39.69 39.00 30.61 36000.00 102.67 66.78 1.00 1.00 1.00 

120 52.49 44.65 41.17 2235.80 180.56 55.83 1.00 1.00 1.00 

130 41.90 41.50 39.62 36000.00 133.73 97.66 1.00 1.00 1.00 

140 59.45 53.81 51.04 32144.42 1836.52 39.06 1.00 1.00 1.00 

150 58.73 51.31 45.57 386.11 181.42 57.55 1.00 1.00 1.00 

160 53.51 49.76 41.21 36000.00 36000.00 9687.05 1.00 1.00 1.00 

170 64.10 58.90 57.48 36000.00 25816.05 11674.86 1.00 1.00 1.00 

180 66.97 61.44 60.83 36000.00 6298.38 1005.25 1.00 1.00 1.00 

190 69.97 60.35 56.84 36000.00 3899.77 20965.36 1.00 1.00 1.00 

200 72.31 67.96 65.51 23634.05 1449.28 98.16 1.00 1.00 1.00 

20 110 52.43 51.08 36.16 104.70 102.23 92.33 1.00 1.00 1.00 

120 54.85 49.77 46.44 127.64 92.17 90.78 1.00 1.00 1.00 

130 49.78 49.54 47.03 178.31 96.78 68.80 1.00 1.00 1.00 

140 56.17 51.14 46.16 233.63 103.41 72.89 1.00 1.00 1.00 

150 61.19 61.08 59.81 866.02 172.66 151.98 1.00 1.00 1.00 

160 59.56 57.10 42.90 2811.94 642.94 373.28 1.00 1.00 1.00 

170 61.06 61.43 58.65 36000.00 374.84 242.05 1.00 1.00 1.00 

180 66.04 61.59 52.01 10968.08 1320.19 404.48 1.00 1.00 1.00 

190 85.13 70.88 68.69 36000.00 36000.00 13090.81 1.00 1.00 1.00 

200 78.53 77.77 69.69 36000.00 11115.06 256.23 1.00 1.00 1.00 

25 110 41.37 39.52 35.29 176.56 154.61 45.08 1.00 1.00 1.00 

120 51.12 45.76 42.44 225.84 202.36 118.09 1.00 1.00 1.00 

130 56.57 52.17 52.02 259.80 178.31 136.08 1.00 1.00 1.00 

140 66.81 66.81 57.29 272.81 251.95 214.55 1.00 1.00 1.00 

150 65.83 48.66 45.17 558.61 507.06 366.17 1.00 1.00 1.00 

160 69.05 67.18 57.92 452.14 248.59 208.38 0.99 0.97 0.94 

170 63.18 58.95 56.68 347.75 306.64 212.36 1.00 1.00 0.91 

180 85.56 70.24 68.83 983.16 411.94 409.69 1.00 1.00 1.00 

190 81.53 65.67 57.69 555.80 397.48 176.75 1.00 1.00 0.96 

200 80.68 69.32 65.68 3839.28 755.84 312.19 1.00 0.96 0.91 

20 5 110 28.87 26.23 24.38 2489.89 14.86 6.26 1.00 1.00 1.00 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

120 32.59 31.69 19.96 21.66 18.84 4.56 1.00 1.00 1.00 

130 36.49 34.86 16.42 1221.66 144.77 5.41 1.00 1.00 1.00 

140 32.62 31.25 18.69 36000.00 960.41 945.41 1.00 1.00 1.00 

150 40.53 33.21 19.37 36000.00 588.75 16.95 1.00 1.00 1.00 

160 36.97 29.88 24.01 36000.00 36000.00 40.19 1.00 1.00 1.00 

170 36.71 34.67 27.86 36000.00 23350.19 515.03 1.00 1.00 1.00 

180 40.82 34.06 27.12 36000.00 36000.00 1450.20 1.00 1.00 1.00 

190 44.90 43.49 25.78 26192.02 997.25 26.06 1.00 1.00 1.00 

200 38.76 31.11 25.22 28948.23 595.94 216.16 1.00 1.00 1.00 

10 110 41.71 35.15 25.32 526.73 147.73 50.03 1.00 1.00 1.00 

120 56.54 45.95 40.86 199.86 198.99 107.75 1.00 1.00 1.00 

130 43.18 40.24 25.24 576.11 347.91 144.30 1.00 1.00 1.00 

140 48.18 43.15 41.08 4261.67 149.08 111.27 1.00 1.00 1.00 

150 53.78 43.87 42.78 1255.06 733.75 58.95 1.00 1.00 1.00 

160 53.24 53.16 36.61 868.80 247.47 114.83 1.00 1.00 1.00 

170 54.15 53.48 45.23 36000.00 1470.17 560.51 1.00 1.00 1.00 

180 63.57 58.85 54.93 3156.95 550.75 247.39 1.00 1.00 1.00 

190 60.34 47.43 38.23 16113.38 491.16 185.58 1.00 1.00 1.00 

200 68.60 53.64 48.57 27262.50 12598.45 288.58 1.00 1.00 1.00 

15 110 47.04 35.24 31.85 441.33 308.59 285.28 1.00 1.00 1.00 

120 58.22 46.61 34.63 505.02 308.81 194.11 1.00 1.00 1.00 

130 54.98 50.76 45.51 294.67 225.95 175.94 1.00 1.00 1.00 

140 57.64 55.35 36.73 701.28 559.33 460.97 1.00 1.00 1.00 

150 55.08 52.02 47.17 455.14 423.42 301.22 1.00 1.00 1.00 

160 64.54 62.13 59.88 737.03 476.13 428.98 1.00 1.00 1.00 

170 78.92 62.01 55.12 801.34 474.83 442.39 1.00 1.00 1.00 

180 71.25 64.99 60.16 5904.52 598.69 485.66 1.00 1.00 1.00 

190 65.60 63.62 62.76 856.55 847.97 418.94 1.00 1.00 1.00 

200 73.96 73.67 71.47 773.13 668.24 550.30 1.00 1.00 1.00 

20 110 49.68 42.74 41.41 1146.33 742.31 417.88 1.00 1.00 1.00 

120 51.55 49.58 47.37 875.73 835.84 495.51 1.00 1.00 1.00 

130 45.72 44.64 43.79 1067.70 249.63 129.51 1.00 1.00 1.00 

140 55.26 49.57 49.28 1125.39 870.47 823.50 1.00 1.00 1.00 

150 65.16 54.48 52.11 1454.63 1244.25 1094.05 1.00 1.00 1.00 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

160 70.36 68.36 57.82 1281.51 1001.77 951.06 1.00 1.00 1.00 

170 67.01 65.82 56.78 1269.94 1244.25 963.19 1.00 1.00 1.00 

180 79.81 78.16 63.25 1927.09 1679.55 1503.33 1.00 1.00 1.00 

190 75.50 73.61 56.38 1836.69 1836.30 1341.30 1.00 1.00 1.00 

200 78.84 75.33 75.00 4834.08 4413.94 1072.56 1.00 1.00 1.00 

25 110 44.77 38.51 37.05 658.91 236.55 116.78 1.00 1.00 1.00 

120 50.50 49.06 48.02 521.55 249.24 217.50 1.00 1.00 1.00 

130 51.20 49.03 48.00 1746.09 1489.44 1112.53 1.00 1.00 1.00 

140 60.29 58.42 55.67 1446.02 1341.74 512.59 1.00 1.00 1.00 

150 61.77 54.78 45.56 1938.61 1757.09 760.22 1.00 1.00 1.00 

160 72.75 57.48 57.24 2185.89 1521.80 1059.34 1.00 1.00 0.87 

170 74.48 62.42 53.15 5113.36 3032.06 2540.09 1.00 0.99 0.99 

180 79.55 69.03 64.52 2246.78 1896.09 1888.34 1.00 00.98 0.96 

190 72.57 70.81 62.16 5894.69 4351.88 2651.72 0.99 0.99 0.98 

200 95.20 94.74 83.49 9443.83 5364.39 2509.95 1.00 0.99 00.98 

 

Appendix B   TASLA-LB Evaluation Complete Test Results 

This appendix presents the detailed test results used for the evaluation of TASLA-LB mathematical 

model.  

B.1 TASLA-LB Computational Complexity Test Results 

Table B-1 presents the complete computational complexity test results described in Section 

4.3.2.1.  

Table B-1: TASLA-LB Computational Complexity Test Results 

|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

10 5 10 0.16 0.09 0.08 

20 0.27 0.25 0.09 

30 2.22 0.44 0.33 

40 3.98 0.61 0.52 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

50 1.58 1.11 0.73 

60 1.77 1.25 1.16 

70 14.56 1.89 1.25 

80 126.34 1.61 0.98 

90 4.91 3.55 3.05 

100 16.81 12.94 10.86 

10 10 0.31 0.19 0.17 

20 0.44 0.44 0.34 

30 0.94 0.94 0.72 

40 1.38 1.25 1.13 

50 11.34 2.83 0.48 

60 2.89 2.63 1.08 

70 35.83 7.52 2.22 

80 391.83 22.20 7.00 

90 1874.19 10.28 2.44 

100 64.91 38.69 4.09 

15 10 0.73 0.59 0.50 

20 1.25 1.08 0.83 

30 2.14 1.51 1.33 

40 9.11 3.00 2.78 

50 9.86 4.09 3.53 

60 9.31 4.49 4.06 

70 9.14 9.14 5.14 

80 29.58 14.38 13.64 

90 18.64 17.41 14.66 

100 30.33 21.64 8.44 

20 10 0.94 0.75 0.59 

20 2.69 1.81 1.56 

30 3.33 2.69 2.23 

40 17.08 6.91 5.72 

50 20.06 19.08 15.55 

60 24.77 11.42 5.70 

70 29.36 26.23 22.16 

80 55.05 27.78 12.81 

90 32.17 28.03 23.19 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

100 93.14 51.27 35.39 

25 10 2.34 1.25 1.14 

20 13.00 2.97 2.88 

30 14.11 12.34 4.42 

40 26.16 21.28 14.41 

50 59.03 35.91 28.77 

60 63.16 57.59 42.88 

70 128.78 62.95 37.36 

80 130.25 83.48 47.88 

90 85.14 82.20 49.19 

100 533.53 203.14 74.19 

20 5 10 0.42 0.14 0.13 

20 0.44 0.42 0.22 

30 0.48 0.47 0.33 

40 0.89 0.80 0.30 

50 0.84 0.63 0.52 

60 17.50 0.98 0.86 

70 1.52 1.41 0.98 

80 727.41 38.30 0.94 

90 156.41 49.14 0.86 

100 41.56 26.38 4.53 

10 10 0.38 0.33 0.25 

20 1.14 0.63 0.55 

30 1.89 1.52 1.28 

40 3.11 2.56 2.45 

50 4.17 3.63 0.17 

60 7.44 7.25 6.17 

70 9.55 6.61 5.47 

80 11.81 7.67 4.09 

90 14.61 9.14 6.25 

100 47.86 27.24 21.83 

15 10 1.17 1.02 0.58 

20 21.16 2.69 1.66 

30 12.16 4.56 3.45 

40 7.50 6.14 6.06 
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|T| |J| |I| Execution Time (sec) 

Full Model (36000 sec) 

Max Med Min 

50 11.69 7.11 6.77 

60 34.17 25.20 12.88 

70 37.81 28.03 13.98 

80 36.47 34.28 32.36 

90 53.00 33.23 22.03 

100 129.86 57.27 49.48 

20 10 1.63 1.52 1.41 

20 6.14 4.34 4.20 

30 10.58 10.22 6.03 

40 10.27 6.44 5.09 

50 62.22 31.91 30.63 

60 76.27 57.38 50.64 

70 79.06 57.47 43.47 

80 136.83 114.11 71.08 

90 161.97 86.47 94.56 

100 164.77 148.45 63.75 

25 10 5.63 2.52 2.16 

20 49.02 5.30 3.38 

30 43.64 28.45 22.64 

40 78.63 52.09 46.88 

50 98.94 58.89 52.58 

60 180.28 92.11 91.25 

70 133.64 107.33 73.42 

80 181.86 172.39 120.19 

90 592.55 158.45 131.70 

100 418.69 207.14 166.64 
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B.2 TASLA-LB Performance Test Results 

Table B-2 presents the complete computational complexity results described in Section 4.3.2.2. 

Table B-2: TASLA-GC Computational Complexity Test Results 

|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

10 5 110 33.92 21.69 14.58 167.58 34.48 30.81 1.00 1.00 1.00 

120 31.04 25.86 20.71 407.73 192.08 121.86 1.00 1.00 1.00 

130 25.32 21.77 20.09 30.17 28.70 10.28 1.00 1.00 1.00 

140 27.10 22.24 21.11 176.95 31.59 3.38 1.00 1.00 1.00 

150 23.30 17.83 16.98 123.53 31.05 19.00 1.00 1.00 1.00 

160 34.66 25.40 18.48 1878.38 382.11 2.83 1.00 1.00 1.00 

170 32.69 28.36 20.70 35.53 18.09 2.61 1.00 1.00 1.00 

180 24.60 21.26 20.46 38.91 20.48 1.91 1.00 1.00 1.00 

190 31.58 29.46 17.29 537.05 209.66 1.52 1.00 1.00 1.00 

200 32.32 30.63 24.32 66.41 51.22 42.72 1.00 1.00 1.00 

10 110 40.62 39.60 32.69 36000.00 46.58 31.14 1.00 1.00 1.00 

120 44.60 41.31 35.45 36000.00 644.63 118.97 1.00 1.00 1.00 

130 46.47 44.54 35.04 36000.00 36000.00 36000.00 1.00 1.00 1.00 

140 41.93 41.81 39.99 36000.00 935.53 140.58 1.00 1.00 1.00 

150 49.66 47.60 40.54 36000.00 36000.00 33151.33 1.00 1.00 1.00 

160 49.17 48.56 45.12 36000.00 36000.00 36000.00 1.00 1.00 1.00 

170 44.23 42.88 38.16 36000.00 36000.00 13326.67 1.00 1.00 1.00 

180 48.54 48.23 43.68 36000.00 36000.00 27583.16 1.00 1.00 1.00 

190 48.28 43.66 37.91 36000.00 5617.84 1004.30 1.00 1.00 1.00 

200 46.23 45.64 43.63 3088.91 640.94 42.78 1.00 1.00 1.00 

15 110 39.69 39.00 30.61 36000.00 132.52 34.22 1.00 1.00 1.00 

120 52.49 44.65 41.17 603.06 487.89 19.92 1.00 1.00 0.87 

130 41.90 41.50 39.62 36000.00 574.73 216.58 1.00 1.00 0.99 

140 59.36 53.81 51.04 36000.00 453.86 222.52 1.00 1.00 1.00 

150 58.73 51.31 45.57 4854.13 604.17 236.03 0.99 0.99 0.99 

160 53.51 49.76 41.21 36000.00 36000.00 4448.69 1.00 1.00 0.99 

170 64.00 58.90 57.44 36000.00 36000.00 36000.00 1.00 0.99 0.99 

180 66.97 61.44 60.83 36000.00 2464.36 486.22 1.00 1.00 1.00 

190 69.97 60.30 56.84 36000.00 36000.00 1806.89 1.00 1.00 0.99 

200 72.31 67.96 65.51 11876.58 2764.38 156.97 1.00 0.99 0.92 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

20 110 52.43 51.08 36.16 50.45 45.20 43.06 1.00 1.00 1.00 

120 54.85 49.77 46.44 302.69 247.42 53.98 1.00 1.00 0.97 

130 49.78 49.54 47.03 392.17 155.48 96.98 1.00 1.00 0.99 

140 56.17 51.14 46.16 1082.30 323.06 77.08 1.00 00.99 0.97 

150 61.19 61.08 59.81 1513.53 1127.77 613.78 1.00 0.95 00.91 

160 59.56 57.10 42.90 1715.64 2426.95 3141.17 0.98 0.93 0.00 

170 61.43 61.06 58.65 36000.00 1825.00 916.38 1.00 0.96 0.96 

180 66.04 61.59 52.01 14655.58 5178.36 3049.25 0.85 0.73 0.47 

190 85.10 70.88 68.74 36000.00 18435.23 2607.81 0.99 0.88 0.87 

200 78.68 77.77 69.69 36000.00 1044.69 953.33 0.99 0.98 0.95 

25 110 41.37 39.52 35.29 453.31 145.02 117.39 1.00 1.00 0.86 

120 51.12 45.76 42.44 550.09 533.48 542.31 1.00 0.96 0.95 

130 56.57 52.17 52.02 1197.77 523.41 423.33 0.96 0.50 0.06 

140 68.58 66.81 57.29 1399.33 1242.53 1002.30 0.90 0.05 0.03 

150 65.83 48.66 45.17 1492.51 1275.27 378.06 0.78 0.47 0.00 

160 69.05 67.18 57.92 4747.02 3027.84 2813.84 0.74 0.19 0.00 

170 63.18 58.95 56.68 3140.72 2036.30 565.74 0.78 0.63 0.55 

180 85.56 70.24 68.83 6131.34 3164.70 1932.09 0.98 0.57 0.00 

190 81.53 65.67 57.69 4968.38 4877.63 3954.70 1.00 0.80 0.00 

200 80.68 69.32 65.68 7355.48 5939.98 33194.11 0.20 0.04 0.00 

20 5 110 28.87 26.23 24.38 1920.27 6.44 2.47 1.00 1.00 0.93 

120 32.59 31.69 19.96 50.25 4.28 3.47 1.00 1.00 1.00 

130 36.49 34.86 16.42 662.33 388.25 1.39 1.00 1.00 1.00 

140 32.62 31.25 18.69 34264.63 5877.44 418.97 1.00 1.00 1.00 

150 40.53 33.21 19.37 36000.00 6993.28 36.88 1.00 1.00 1.00 

160 36.97 29.88 24.01 36000.00 837.53 41.17 1.00 1.00 1.00 

170 36.71 34.67 27.86 36000.00 36000.00 2175.84 1.00 1.00 1.00 

180 40.82 34.06 27.12 36000.00 36000.00 36000.00 1.00 1.00 1.00 

190 44.86 43.49 25.78 36000.00 16352.86 56.49 1.00 1.00 1.00 

200 38.68 31.11 25.22 36000.00 390.17 207.20 1.00 1.00 1.00 

10 110 41.71 35.15 25.32 27.58 22.89 21.00 1.00 1.00 1.00 

120 56.54 45.95 40.86 32.16 28.95 16.25 1.00 1.00 1.00 

130 43.18 40.24 25.24 39.63 31.91 20.78 1.00 1.00 1.00 

140 48.18 43.15 41.08 5542.72 43.36 12.75 1.00 1.00 0.99 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

150 53.78 43.87 42.78 75.73 53.95 30.39 1.00 1.00 1.00 

160 53.24 53.16 36.61 654.76 407.72 58.05 1.00 1.00 0.99 

170 54.15 53.48 45.23 16438.75 109.72 57.38 1.00 1.00 1.00 

180 63.57 58.85 54.93 1213.19 716.59 216.49 1.00 1.00 0.99 

190 60.34 47.43 38.23 8571.80 398.50 52.64 1.00 1.00 0.99 

200 68.60 53.60 48.57 36000.00 13868.73 2305.06 1.00 1.00 0.98 

15 110 47.04 35.24 31.85 72.81 61.08 55.70 1.00 1.00 1.00 

120 58.22 46.61 34.63 199.61 64.42 53.64 1.00 1.00 1.00 

130 54.98 50.76 45.51 398.70 80.27 46.45 1.00 1.00 1.00 

140 57.64 55.35 36.73 138.89 70.34 65.11 1.00 1.00 1.00 

150 55.08 52.02 47.17 125.27 69.44 53.03 1.00 1.00 1.00 

160 64.54 62.13 59.88 575.64 515.00 357.13 1.00 0.89 0.76 

170 78.92 62.01 55.12 1715.33 935.81 523.80 0.95 0.94 0.86 

180 71.25 64.99 60.16 2154.69 878.11 69.11 1.00 0.98 0.97 

190 65.60 63.62 62.76 1097.06 425.67 316.08 0.98 0.97 0.94 

200 73.96 73.67 71.47 11061.70 533.78 278.17 0.97 0.85 0.28 

20 110 49.68 42.74 41.41 509.53 102.56 54.63 1.00 1.00 0.95 

120 51.55 49.58 47.37 952.38 145.05 104.16 1.00 1.00 0.16 

130 45.72 44.64 43.79 511.84 272.48 191.81 1.00 0.96 0.04 

140 55.26 49.28 49.57 721.63 445.27 188.14 0.73 0.62 0.00 

150 65.16 54.48 52.11 977.78 168.05 106.59 1.00 1.00 00.11 

160 70.36 68.36 57.82 2862.08 2501.09 2135.14 0.96 0.90 0.79 

170 67.01 65.82 56.78 2473.23 1443.30 1030.17 0.99 0.89 0.11 

180 79.81 78.02 63.25 36000.00 3011.63 1569.34 0.94 0.37 0.00 

190 75.50 73.61 56.38 4193.75 3172.22 843.64 0.77 0.00 0.00 

200 78.84 75.33 75.00 2844.89 1940.23 1885.56 0.90 0.03 0.00 

25 110 44.77 38.51 37.05 308.50 286.88 122.55 1.00 0.55 0.11 

120 50.50 49.06 48.02 2209.72 1053.13 1035.27 0.91 0.62 0.08 

130 51.20 49.03 48.00 2683.09 2021.30 1517.48 1.00 0.90 0.14 

140 60.29 58.42 55.67 2046.67 1300.97 868.13 0.58 0.11 0.08 

150 61.77 54.78 45.56 2308.56 2225.98 1233.98 0.49 0.05 0.05 

160 72.75 57.48 57.24 6204.44 6060.75 316.53 0.16 0.04 0.04 

170 74.48 62.42 53.15 8025.63 2511.33 159.38 1.00 0.08 0.03 

180 79.55 69.03 64.52 9450.31 3981.59 2117.91 0.76 0.35 0.00 
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|T| |J| |I| Profit (106 Units) 

Full Model (36000 sec) 

Execution Time (sec) 

Full Model (36000 sec) 

Relative Profit 

Limited Model 

(180 sec) 

Max Med Min Max Med Min Max Med Min 

190 72.57 70.81 62.16 7060.61 5314.75 3653.73 0.49 0.04 0.00 

200 95.20 94.74 83.49 5853.70 2839.45 2246.44 0.23 0.00 0.00 

 


