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Abstract 

In order to overcome the known challenges (i.e., latency, jitter, packet loss, and etc.) of 

transmitting multimedia traffic over a packet switched network, careful network planning needs 

to take pace. Existing simulation platforms, particularly for Voice over IP (VoIP) simulations, 

have available a limited selections of speech encoding algorithms. The primary objective of this 

thesis is the creation of a tool aimed at supporting the planning and design phases of packet 

switched networks carrying voice traffic while considering realistic and current network 

conditions and simulation features. More specifically, this thesis focuses on the creation of a 

speech background traffic generation models with the purpose of generating traffic that follows 

the behaviour of a number of speech encoding algorithms. Also, a model to integrate real 

speech to the VoIP simulation is offered. Lastly, objective and subjective speech quality 

assessment methodologies are implemented.   
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Chapter 1  

Introduction  

The data network has become a critical resource in most modern business models. Network 

design and planning stages require precise observation to ensure business continuity by 

achieving high levels of network and application flexibility. The Information Era that we are all 

immersed in has brought new challenges to the network design problem. With hundreds of 

coexisting protocols and technologies, running from the application level to the physical layer, 

the task of network and application optimization has grown to be far from trivial.  

In recent years, as data networks evolve, several of the traditional telecommunications services 

have adapted to become part of a digital convergence phenomenon. Radio broadcasting, 

television and telephone services are among the most obvious examples of such services. 

Converged networks integrate voice, video, and data traffic into a single network [1]. 

Numerous advantages can be construed from the centralized nature of this model; some of the 

most relevant to the integration of multimedia applications to a converged network are 

mentioned below.    

 Very efficient use of the data bandwidth, equipment and transmission lines. The ability 

to transmit more than one telephone call and data over the same broadband connection.  

 As a common infrastructure is used for media and data traffic, the transmission costs 

are considerably lower when compared, for instance, with the traditional Public 

Switched Telephone Network (PSTN). 

 Having one network hosting several services makes possible to consolidate all network 

expenses.  

 The support and maintenance of the provided services simplifies considerably by 

having fewer systems to interconnect and manage.  

 Implementing value added features to the basic telecommunication services becomes a 

simpler task when supported by a unified network structure. Service providers and 
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corporate entities will observe an increased in revenues from implementation of new 

services.  

Although the numerous and significant advantages offered by the integration of services in a 

unified converged network, some disadvantages can also be spotted. The first effect of adding 

services to the existing data network is that the volume of data traffic will increase. The result 

of this boost in the traffic volume will affect the data traffic in the form of additional delay and 

this effect should be carefully analyzed and corrected when possible. Most data transmission 

services will operate over Transmission Control Protocol (TCP) ensuring that all packets arrive 

at their destinations, even if retransmission is required, examples are email and File Transfer 

Protocol (FTP).  

Multimedia applications, more specifically Voice over IP (VoIP) applications, require by nature 

a strict synchronism and stable traffic flow between communication endpoints. Traditionally, 

audio and video have been transmitted in a connection-oriented environment, ensuring very 

high levels of quality and reliability. For instance, conventional PSTN has operated with a 

standard of offering 99.999% uptime, which is sometimes referred as ñfive nines reliabilityò 

[2]. The biggest challenge of using a packet switched network as the support for media services 

can be summarized as transmitting connection-oriented applications over a connectionless 

network while maintaining reasonable levels of quality and reliability.  

Unlike the transmission of data where control protocols like TCP can be implemented, the 

transmission of real-time service over a packet switched network presents more complex 

challenges than just increase of transmission delays. Retransmission of packets is not a suitable 

flow control mechanism when latency and out-of-order packet arrival are critical network 

impairments that affect media applications. Packet loss becomes then an extra burden for the 

multimedia applications to bear. Furthermore, the variation of the total delay in time, 

commonly referred to as jitter, is also comprised among the most harmful network impairments 

to affect quality of media transmission.   

The rest of this chapter is organized as follow. In Section 1.1, the limitations of existing VoIP 

simulation platforms and research will be discussed. Also, the problem statement for this thesis 

is discussed. In Section 1.2, the objectives of the research are presented. In Section 1.3, the 
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main contributions of this research are outlined while Section 1.4 discusses the structure of the 

rest of the thesis.  

1.1 Problem Statement 

Countless efforts and research have been invested in adjusting the packet switched networks to 

efficiently host VoIP traffic. Hardware and software solutions are now part of a myriad of 

improvements scattered all over the network and its different layers with the sole purpose to 

accommodate speech traffic. Network nodes have been completely redesigned, more powerful 

and comprehensive audio and video encoding algorithms exist [3, 4], Quality of Service (QoS) 

protocols are now implemented as part of the firmware in nodes and endpoint hardware, 

various optimization algorithms developed to deal with buffer size and routing schemes. In 

addition, different standards have been created to effectively measure and predict the perceived 

quality of audio and video.  

In order to overcome the known challenges of transmitting voice traffic over a switched packet 

network, careful network planning needs to take pace. The prediction of the intricacies of the 

existing interrelations between the abovementioned factors has become an extremely difficult 

task; hence, the necessity of powerful simulation platforms capable of encompassing as many 

realistic factors as possible.  

Commercial network planning platforms 

VoIP is currently an integral block of the majority of commercial network planning models and 

platforms. The main ambition of such tools is to create a link between predicted QoS level and 

network planning/designing decisions. Results should enhance the ability of organizations to 

predict, avoid, and lessen the effects of network and application functional interruption and the 

capacity to adapt the network to rapidly changing business conditions.  

One of the most powerful tools in the network R&D environment is indeed OPNET Modeler by 

OPNET Technologies, Inc [5]. In spite of its versatility, the standard libraries of OPNET 

Modeler provide little support to VoIP traffic analysis. The selection of speech algorithms 

provided is incomplete and restricted to constant rate algorithms.  
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Furthermore, two other commercial tools were surveyed. The first one is CISCO Network 

Planning Solution 2.1 [6] by CISCO Systems Inc. [7]. This tool is extremely powerful and it is 

based on OPNET technologies. However, for the purpose of general research, it can be found 

that its performance is limited. The main focus of this platform is to provide traffic growth, 

consolidation, and migration support to existing networks, with emphasis on encouraging the 

utilization of CISCO hardware solutions. In addition, using the available documentation for 

CISCO Network Planning Solution 2.1 [6], no improvement to the OPNET standard VoIP 

libraries could be spotted.  

The second tool surveyed is Vivinet Assessor [8] by NetIQ [9]. This tool, in conjunction with 

Vivinet Diagnostics 2.3 [10], has the main purpose of assessing the readiness of existing 

networks in supporting VoIP traffic. Through live analysis of the network, reports are generated 

showing a predicted behaviour of VoIP calls and hypothetical scenarios. When tested on a real 

network, it was found that it only supports Avaya [11], CISCO and Nortel [12] Internet 

Protocol (IP) phones and more importantly, the platform only supports constant rate speech 

encoding algorithms; namely, ITU-T G.711 [13], ITU-T G.723.1 (5.3 kbps) [14], ITU-T 

G.723.1 (6.3 kbps) [14], ITU-T G.726 (only 32 kbps) [15] and ITU-T G.729 [16].      

Research in the field of speech quality prediction oriented to network planning and design 

Beyond the commercially available tools, abundant research has been performed in the field of 

assessment and prediction of speech quality over packet switched networks. From all literature 

reviewed on the subject, the two most complete works will be briefly discussed. Showing a 

truly wide range of points of view to the speech quality assessment ñSpeech Quality Prediction 

for Voice over Internet Protocolò [17] covers novel algorithms to assess quality of speech, play-

out buffer optimization techniques while using constant rate and variable rate speech codecs. 

Limitations of this work were found to be related in the first place to the poor analysis involved 

in the selection of the conditions in which the test beds were implemented. Also, from the very 

important group of variable rate speech algorithms, only Adaptive Multi-Rate algorithm 

(AMR) [18] has been analysed with some bandwidth adjustment restrictions.   

The work presented in [19] ñImplementation of a network simulator supporting VoIPò, shows 

the design of a network simulation platform done in Java programming language. While the 

design of a platform from scratch provides the advantage of complete flexibility in the 
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implementation of traffic, link and node models; to provide a comprehensive set of networking 

hardware and network technologies is a very difficult task to achieve. A tangible limitation can 

be observed when comparing the specifications of the simulation platform described in [19] 

with OPNET (comprising hardware from more than 20 manufacturers and over 15 different 

network protocols). Finally but more importantly, no analysis is provided as to the effects of the 

utilization of different speech algorithms and the selection of the correct background traffic for 

the experiments.    

For the particular case of audio and video traffic, many attempts have been made to create 

models that objectively assess the quality of a media received at the end of a communication 

channel.  More precise and adaptive objective speech quality assessment models are developed 

[20, 21]; however, all of them use the subjective measurement of speech quality as reference. 

While every commercial and research test bed surveyed offers some form of objective speech 

quality assessment, all of them fail to provide the possibility of subjectively assessing the 

quality of speech in a simulation environment.   

Summarizing, it was noticed that in every commercial product and research work surveyed at 

least two of the following deficiencies were present. 

 Lack of support for variable rate speech algorithms. Variable rate speech encoding 

algorithms are currently in wide use in all voice networks. Variable rate codecs adapt to 

the impairments of the transmission channel optimizing bandwidth utilization while 

minimizing packet loss and in some cases jitter. A platform that intends to comprise the 

present-day state of VoIP communication has to include analysis of variable rate 

speech codecs. 

 Limited selection of the conditions in which the experiments are performed, mainly 

background traffic relevant to voice networks. The comprehensive study of the 

environment in which an experiment is performed is vital to its success. Multiple 

factors determine the quality of speech transmitted over a packet switched network. 

Furthermore, the interaction between these factors is in most cases dynamic, complex 

and of contradictory nature. For a speech quality study, the correct selection of the 

parameters in which the experimentation is conducted can drastically affect the results 

obtained, possibly leading to wrong conclusions. To pay attention to the soundness and 
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validity of the conditions in which the measurements are performed is of paramount 

importance.  

 Limited to objective speech quality assessment models. The possibility of injecting real 

world traffic to the simulation can be used to determine the correctness of the 

assumptions, parameters and general structure of the simulation model. Besides, it 

provides the modeller with more reliable quality information than any other objective 

assessment model could. 

1.2 Research Objectives 

The main objective of this thesis is the creation of a simulation platform aimed to support the 

planning and design phase of packet switched networks carrying voice traffic while considering 

realistic and current network conditions and simulation features. More specifically, the thesis 

aims to accomplish the following:  

 Survey of existing network planning and simulation platforms oriented to support voice 

traffic over packet switched networks. Study of speech codecs and speech quality 

assessment models. 

 Creation of simulation models relevant to the simulation of VoIP traffic. 

 Creation of a speech background traffic generation models. Background traffic 

should include constant and variable bit rate speech encoding algorithms as well 

as being scalable. 

 Creation of simulation models that allow the integration (injection, collection 

and playout) of real speech data to the simulation. Encoding of real audio should 

allow for constant and variable bit rate algorithms. This feature enables the 

utilization of subjective speech quality assessment models.  

 Implementation of the simulation models in OPNET Modeler.  

 Implementation in OPNET Modeler of an objective and non-intrusive speech 

quality assessment methodology. 

 Validation of all new added features to OPNET platform through the design of 

simulation experiments and results analysis. Study of the impact of various design 

variables on the objective and subjective quality of speech.  
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1.3 Main Contributions 

The main contributions of the thesis are:  

 First, the thesis presents a generic OPNET model which can generate traffic that 

follows statistical behaviour of a number of speech encoders. The purpose of such a 

model is to provide relevant background traffic shape to VoIP simulations.  Several fix 

and variable data rate encoding algorithms (G.729, G.711, iLBC, Speex and AMR) are 

included in the codec choice for the model. Based on this, the following refereed 

conference paper is currently under review. 

Rabassa, A., St-Hilaire, M., Lung, C.-H., Lambadaris, I., Goel, N. and Zaman, M. 

"New Speech Traffic Background Simulation Models for Realistic VoIP Network 

Planning" 

 Second, an OPNET model that introduces real speech data to the simulation, allowing 

the subjective assessment of such data, is presented. An audio file containing real 

speech is encoded according to one of the available codec/mode (G.729, G.711 (A-law, 

µ-law, PLC, no-PLC), iLBC(20ms, 30ms), and AMR) and then recovered on the 

receiving end. The received and decoded file is played out to permit a subjective 

assessment of the level of degradation introduced by the network.  

 Third, an objective non-intrusive speech quality assessment methodology is integrated 

to OPNET models. The E-model [22] (see Sections 2.2.2 and 3.2.4) is used to offer a 

Mean Opinion Score (MOS) value to the simulated speech data; permitting to the 

modeller to establish a relationship between perceived quality and objectively 

measured speech quality.      

1.4 Thesis outline 

The rest of the thesis is organized as follows:  

Chapter 2: Presents results of literature review and study of speech encoding algorithms. 

Based on the characteristics of the algorithms and the goals of the thesis, a set of codecs is 

selected. Similarly, a study is performed on relevant speech quality assessment models. An 

analysis is offered to select the models to be included as part of the present thesis.  



8 

 

 

 

Chapter 3: Introduces the implementations of the background traffic generation models, the 

real speech traffic generation models and the client node. Detailed explanation of the utilization 

of each model is provided. The OPNET Modeler implementation is emphasized.  

Chapter 4: Presents simulations to validate the traffic generation models created. Real-world 

topologies with emphasis in the extraction of design ideas from the simulation results are 

discussed.   

Chapter 5: A summary of the work performed is discussed. An overview of the simulation 

results is presented. Possible ways to enhance the research presented in this thesis are 

suggested.  
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Chapter 2  

Related Works 

VoIP refers to the integration of telephone services with the growing number of other IP-based 

applications; a digital telephone service that uses the public Internet as well as private networks 

instead of the traditional telephone network. A VoIP system simply converts analog signals 

such as telephone calls into digital IP packets and distributes these packets across Internet or 

any other packet-switched network.  

VoIP is currently considered one of the most important technologies for telecommunications. In 

addition to the cost reduction achieved by enabling telecommunications resources to be used 

for multiple purposes, simplification of infrastructure through network convergence, and the 

opportunity to provide new and programmable services, VoIP is expected to accelerate the 

development of rich multimedia services. Some of the most obvious characteristics that make 

of VoIP a very popular telephony alternative are listed below. 

 Very efficient use of the data bandwidth, equipment and transmission lines. VoIP 

technology allows the transmission of more than one telephone call and data over the 

same broadband connection. Additionally, speech can be encoded using different 

algorithms in accordance with channel capacity and quality requirements, permitting a 

more controlled and efficient use of the channel.  

 Generally, the cost of VoIP services is low when compared to traditional telephony and 

features offered.  

 Location independence. Only an Internet connection is needed to get a connection to a 

VoIP provider or server. 

 Integration with other services available over the Internet, including video 

conversation, message or data file exchange in parallel with the conversation, audio 

conferencing, managing address books, and notification of availability. 

 Advanced telephony features such as call routing, screen pops, and Interactive Voice 

Response (IVR) implementations are easier and cheaper to implement and integrate. 
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The rest of Chapter 2 will present two studies relevant to the development of a simulation 

platform aimed to assist with the planning and design stage of networks carrying VoIP traffic. 

Section 2.1 offers a comprehensive study of fixed and variable data rate speech codecs and 

explores the feasibility of integrating each algorithm to the proposed simulation tool. Section 

2.2 presents a survey on speech quality assessment models. Also, an assessment of the viability 

of integration to the simulation platform proposed is discussed for each model.   

2.1 Study of speech encoding algorithms and feasibility of integration to a 

simulation platform  

In digital communications, the transmission of audio, more specifically voice, has challenged 

engineers and researchers for many years. Initially, motivated by military research for secure 

military radios, where very low data rates were required to allow effective operation in a hostile 

radio environment.  Later, these techniques were available through the open research literature 

to be used for civilian applications, allowing the creation of digital mobile phone networks with 

substantially higher channel capacities than the analog systems that preceded them. More 

currently, with the development and expansion of the Internet and computer networks in 

general, the need for efficient algorithms offering high voice quality at low data rates has 

increased dramatically. 

The word codec is a portmanteau of the words compressor-decompressor or, most commonly, 

coder-decoder. An audio codec is a device or software that compresses/decompresses digital 

audio data according to a defined algorithm. Plenty of research has been done with the 

objective to improve the existing encoding/decoding algorithms. Criteria as the quality of audio 

as perceived by humans, data rate and adaptability to channel bandwidth have been the main 

motivations in this field. Examples of recent research in this area are introduced in [23] and 

[24], both studies presented in 2008. 

In the current section, a survey of the principles and technical specifications of the most 

popular codecs currently used will be presented. The surveyed encoder algorithms will be 

assessed based on popularity and feasibility of being integrated to the simulation tool proposed 

in this thesis.  
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2.1.1 General characteristics of audio compression codecs 

In general, digital data can be compressed in a lossless manner, where the original information 

can be recovered completely from the encoded version.  Also, lossy compression can be 

implemented where in the codification process part of the original information is discarded 

according to a certain algorithm.  

Lossless coding offers little compression for digital audio and speech data. For a lossless codec 

applied to digital audio, the size of the output file is approximately 60% to 80% of the size of 

the original data where using lossy transformations output size can be 5% to 20% of the 

original one, maintaining in most cases an acceptable perceived quality.  More importantly, we 

have that the compressed stream generated by a lossless audio encoder has a variable non-

predictable data rate. Each second of audio can potentially occupy a different number of bits in 

the stream depending on the statistical nature of the sound [25]. Considering that bandwidth is 

one of the most important criteria to assess the functionality of an arbitrary encoding algorithm, 

the unpredictability of lossless encoders is not a desired effect for voice transmission; leaving 

lossy codecs as the best options. From this point on, all encoders mentioned are lossy 

algorithms.  

A codec can be described through a set of parameters which defines its behaviour. The main 

codec attributes are bit rate, speech quality, quality degradation due to network impairments, 

algorithmic and processing delays and computational error. Generally, good performance for 

one of the attributes leads to poor performance of the others; the interrelation is mainly 

governed by fundamental laws of information theory and shaped by the algorithm used. The 

present section will focus on the properties of the encoder algorithms related to output bit rate 

and its control. 

The data rate of a speech codec is generally measured as the average number of bit transmitted 

or generated in one second. Fix rate codecs use the same number of bits to encode a block of 

speech while variable bit rate codecs vary over time. Based on the concepts and ideas 

established by standard telephony communications, where a fix amount of resources is 

allocated to each conversation during its complete duration (circuit switching), there are a 

number of standardized fix rate codecs. Examples of such algorithms are the commonly used 
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ITU-T G.729 [26], ITU-T G.711 [27] and Internet Low Bitrate Codec (iLBC) [28]. In more 

modern circuit switched networks, like cell phone networks, speech codecs may have a number 

of modes, each mode with a different and fixed rate. Some authors do not consider this last type 

of codec as true variable bit rate codecs [25], examples will be analyzed in the thesis. 

Ultimately, in packet switched communication networks, both bit rate and packet size can be 

variable which leads to a more elaborated approach to variable rate codecs. For variable bit rate 

codecs, the number of bits used to encode a speech block is variable and can be adjusted on a 

frame by frame basis.   

2.1.2 Fixed data rate speech encoder algorithms 

Fixed output data rate speech encoding algorithms are still very common in voice 

communications. The simplicity of their implementation, low processing requirements and 

finally historical reasons account for their popularity.   

Tens of fixed data rate encoding algorithms could be analyzed; however, for the purpose of the 

present investigation and considering the similarities among different algorithms, only three 

representative ones will be presented: G.711, G.729 and iLBC. 

ITU-T G.711 

Pulse Code Modulation (PCM) of voice frequencies, International Telecommunication Union 

(ITU) [29] Recommendation G.711 [13] was first released for usage in 1972 by the ITU. G.711 

algorithm was profusely used in telephony, nowadays; it is included in almost every voice 

communication service and product.  

G.711 uses a sampling rate of 8000 samples per second, with the tolerance on that rate 50 parts 

per million (ppm) [13]. Non-uniform quantization (logarithmic) with 8 bits is used to represent 

each sample, resulting in a 64 kbps constant bit rate. There are two slightly different versions; 

ɛ-law, which is used primarily in North America and Japan, and A-law, which is in use in most 

other countries outside North America. 

G.711 encoding algorithm does not introduce look-ahead delay (this parameter will be 

discussed in Chapter 3). ITU-T G.711 Appendix I [30] defines a Packet Loss Concealment 

(PLC) algorithm and Appendix II [31] a Discontinuous Transmission (DTX) algorithm which 
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uses Voice Activity Detection (VAD) and Comfort Noise Generation (CNG) models to reduce 

bandwidth during silence periods of the conversation.   

ITU-T G.729 

ITU-T G.729 [26] became a standard in 1996, it is an algorithm for the coding of speech signals 

at 8 kbit/s using Conjugate-Structure Algebraic-Code-Excited Linear-Prediction (CS-ACELP). 

The encoder is designed to operate with a digital signal obtained by first performing telephone 

bandwidth filtering of the analogue input signal, then sampling it at 8000 Hz, followed by a 

conversion to 16-bit linear PCM. The output of the decoder should be converted back to an 

analogue signal by similar means [26]. Detailed operation of the encoder and decoder process 

can be found in [26] in clauses 3 and 4.  

The output frame size of the encoder is 10 bytes and the frame duration is 10 milliseconds. The 

output bandwidth of the encoder is 8 kbps. In G.729, a 5 millisecond look-ahead is 

implemented (this parameter will be discussed in detail in Chapter 3) and the complexity of the 

algorithm is rated at 15, using a relative scale where G.711 [13] is 1 and G.723.1 [14] is 25. 

More than twelve annexes have been added to the original ITU-T G.729 [26] standard. In some 

of these annexes, new functionalities are described including but limited to variable bit rate and 

DTX.   

Table 2.1 Bit rate modes for iLBC [28] 

Codec mode Frame size [bits] Output bit rate [kbps]  

20 ms 304 15.2 

30 ms 400 13.3 

iLBC  

Internet Low Bitrate Codec [28] is a free speech narrowband encoding algorithm. Developed 

by Global IP Sound, it is suitable for IP voice communications, audio streaming and file 

archiving. The algorithm uses a block-independent linear-predictive coding (LPC) algorithm 

and supports two basic frame lengths: 20 milliseconds and 30 milliseconds and a sampling 

frequency of 8000 Hz. Table 2.1 shows frame size and bandwidth for each mode.  
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iLBC implements a packet loss concealment algorithm that exhibits a controlled response to 

packet losses similar to that defined in Appendix I of G.711 [30]. 

2.1.3 Variable data rate speech encoder algorithms 

Variable rate speech codecs seems to go a long way in achieving flexibility to the channel 

conditions and better utilization of the bandwidth. For variable data rate algorithms, the 

quantization indexes used to define the output data rate are obtained by means of a lookup table 

or computation. Having to compute or lookup the quantization index in real time implies a 

considerable increase in the complexity of these codecs compared to fixed rate codecs, where 

acquiring the quantization index is a trivial procedure. When it is considered that for current 

technology and within certain boundaries, the efficient use of the bandwidth is a more relevant 

problem than the increase of computational complexity, it is easy to conclude that variable rate 

codecs present some advantage over fixed rate codecs.  

The present section will focus on discussing the main attributes for several variable bit rate 

codecs and assessing the feasibility of integrating some of these codecs to a simulation 

platform.     

ITU-T G.727 

ITU-T G.727 [32] contains the specification of an embedded Adaptive Differential Pulse Code 

Modulation (ADPCM) algorithms with 5-, 4-, 3- and 2-bits per sample; at rates of 40, 32, 24 

and 16 kbps, respectively. As specified in [32], ITU-T G.727 codec is recommended for the 

conversion of a PCM signal sampled at 8 KHz and sample size of 16 bits. A 64 kbps signal 

obtained, such as those specified by ITU-T G.711 [27] should be converted into 16 bit linear 

PCM before encoding. 

ITU-T G.727 is an embedded algorithm; embedded ADPCM algorithms are variable bit rate 

coding algorithms with the capability of bit dropping outside the encoder and decoder blocks. 

This allows bit reductions at any point in the network without the need of coordination between 

the transmitter and the receiver.   

Embedded ADPCM algorithms are characterized by (x, y) pairs where x refers to the 

enhancement bits and y refers to the core bits. In more detail, the difference between the input 
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and the estimated signal is quantized into codewords consisting of enhancement bits and core 

bits. The core bits are used in the prediction process, both in the encoder and the decoder, while 

the enhancement bits reduce the quantization noise in the reconstructed signal. Thus, while the 

core bits must reach the decoder to avoid mistracking, the enhancement bits can be dropped to 

alleviate congestion [33]. 

 For a non-embedded codec, when packets arriving to an intermediate node in the route 

encounter that the traffic exceeds the available transport capacity, packets are dropped causing 

a considerable degradation in the speech quality. In the case of embedded codecs, the node has 

the ability to drop some or all of the enhancement bits as a way to alleviate congestion without 

dropping packets. The behaviour just described summarizes the main advantage of the 

embedded algorithms. 

Table 2.2 Available modes for ITU-T G.727. Each pair (x,y) represents the (enhancement bits, core bits) [32]  

Minimum data rate Available modes  Maximum data rate 

16 kbps 

(5,2) 40 kbps 

(4.2) 32 kbps 

(3,2) 24 kbps 

(2,2) 16 kbps 

24 kbps 

(5,3) 40 kbps 

(4.3) 32 kbps 

(3,3) 24 kbps 

32 kbps 
(5,4) 40 kbps 

(4.4) 32 kbps 

For ITU-T G.727 the four embedded ADPCM rates are 40, 32, 24 and 16 kbps, where the 

decision levels for the 32, 24 and 16 kbps quantizers are sub-sets of those for the 40 kbps 

quantizer. Table 2.2 shows the different operation modes for ITU-T G.727. Frame duration for 

G.727 encoding algorithm is 10 milliseconds.  

Adaptive Multi-rate Compression (AMR) 

Adaptive Multi-Rate (AMR) is a patented audio data compression algorithm intended for 

speech coding. AMR was adopted as the standard speech codec by 3rd Generation Partnership 
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Project (3GPP) in October 1998 [34] and is now widely used in Global System for Mobile 

Communications (GSM), Universal Mobile Telecommunications System (UMTS) and VoIP 

networks [35].  AMR was adopted by the 3GPP as the mandatory codec for 2.5G and 3G 

wireless systems based on the evolved GSM network. The AMR speech coder consists of the 

multi-rate speech coder, a source controlled rate scheme including a voice activity detector and 

a comfort noise generation system, and an error concealment mechanism to combat the effects 

of transmission errors and lost packets. 

The speech encoder takes its input as a 13-bit uniform PCM signal either from the audio part of 

the user equipment or on the network side, from the PSTN via an 8-bit A-law or ɛ-law to 13-bit 

uniform PCM conversion. The encoded speech at the output of the speech encoder is 

packetized and delivered to the network interface. In the receive direction, the inverse 

operations take place. 

 AMR Narrow Band (NB) operates at eight bit rates and was specifically designed to improve 

link robustness. AMR supports dynamic adaptation to network conditions, using lower bit rates 

during network congestion or degradation while preserving audio quality. By trading off the 

speech bit rate to channel coding, AMR maximizes the likelihood of receiving the signal at the 

far end. 

Table 2.3 Bit rate modes and their associated bandwidth for AMR-NB codec [34]  

Codec mode Output bit rate [kbps]  

AMR_12.20 12.20 

AMR_10.20 10.20 

AMR_7.95 7.95 

AMR_7.40 7.40 

AMR_6.70 6.70 

AMR_5.90 5.90 

AMR_5.15 5.15 

AMR_4.75 4.75 

AMR_SID 1.8 
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The AMR-NB codec operates at eight bit rates, Table 2.3 shows all eight modes plus the 

AMR_SID mode, which refers to silence descriptor (SID) frames.  Frame duration for AMR-

NB encoding algorithm is 20 milliseconds.   

Enhanced Variable Rate Codec (EVRC)  

Enhanced Variable Rate Codec Speech Service Option 3 [36] is a 3
rd
 Generation Partnership 

Project 2 (3GPP2) standard. It was standardized in 2004. EVRC is a variable rate codec 

designed to serve as voice support for CDMA wireless mobile networks. More specifically, the 

service option 3 provides two-way voice communications between the base station and the 

mobile station using the dynamically variable data rate speech codec algorithm described in 

standard [36].  

The transmitting speech codec takes voice samples and generates an encoded speech packet for 

every Traffic Channel frame.  The receiving station generates a speech packet from every 

Traffic Channel frame and supplies it to the speech codec for decoding into voice samples. 

EVRC uses frames of 20 milliseconds duration of 8000 Hz, 16-bit sampled speech.  

Table 2.4 Operation modes for EVCR codec  [36] 

Codec mode Output bit rate [kbps]  

Full Rate (Rate 1) 8.55 

Half Rate (Rate ½) 4.00 

Eighth Rate (Rate ȧ)   0.80 

The rate determination algorithm (RDA) is used to select one of three encoding rates: Rate 1, 

Rate ½, and Rate ȧ. Active speech is encoded at Rate 1 or Rate 1/2, and background noise is 

encoded at Rate 1/8 [36]. The process of determining the data rate is based on the relation 

between the energy of the last received frame and the noise energy. This ratio, which is very 

similar in concept to the SNR of the signal is compared with two thresholds; if the energy ratio 

for the last frame is greater than the two thresholds then Rate 1 is selected, if it is only greater 

than one threshold Rate ½ is selected, in case where the energy ratio is lower than the lowest 

energy threshold Rate ȧ is selected.  In EVRC the output frames are of one of three different 

sizes as shown in Table 2.4.  
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Speex 

Speex [37] is free software as well as open source. It is developed by Jean-Marc Valin and 

Xiph.org Foundation. Also, Speex is in constant development and improvement by a 

community of users and enthusiastic group of programmers. Currently, Speex is integrated into 

over 15 different platforms and applications and it is widely used in the VoIP environment 

since it is a codec specifically designed for the integration of speech to IP networks [37, 38]. 

Speex is utilized in Asterisk, Microsoft Netmeeting, Microsoft Xbox live and Google voice.   

The Speex codec is designed to be very flexible and support a wide range of speech quality and 

bit-rate. Support for very good quality speech also means that Speex can encode wideband 

speech; i.e. 16 kHz sampling rate in addition to narrowband speech at 8 kHz sampling rate. 

Speex is capable of varying the complexity allowed for the encoder. An integer ranging from 1 

to 10 controls how thoroughly the encoding search process is performed (1 being the mode that 

yields the least quality and the lower bandwidth and 10 where the best quality is achieved and 

the most bandwidth consumed). In practice, the best trade-off is between complexity 2 and 4, 

though higher settings are useful when encoding non-speech sounds like Dual-tone Multi-

frequency (DTMF) tones [37]. 

 

Table 2.5 Operation modes for Speex narrowband codec [37]   

Codec mode Source codec bit-rate 

0 250 bps 

1 2.15 kbps 

2 5.95 kbps 

3 8 kbps 

4 11 kbps 

5 15 kbps 

6 18.2 kbps 

7 24.6 kbps 

8 3.95 kbps 
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Speex integrated technologies like VAD, DTX, variable bit rate, variable complexity, adaptive 

jitter buffer, echo cancellation and some other features related to wideband and ultra wideband 

sampling. As defined in Section 2.1.1, Speex is considered a true variable rate codec; this 

means that the algorithm to determine the encoding rate is based exclusively on the signal 

properties and the codec configuration parameters.   

Table 2.5 shows the different modes for Speex narrowband. As explained in previous section, 

the encoding algorithm will switch from rates depending on the input signal properties and 

codec setup. Speex can also work on fixed rate mode when defined in the configuration 

parameters.  

2.1.4 Study of the feasibility of integrating encoding algorithms to a simulation 

platform  

In this section, a brief discussion analysing the feasibility of integrating the above discussed 

encoding algorithm groups to a single simulation platform will be presented. The assessment 

will consider, whether the codec is an open source project, if an implementation of the codec 

can be found for research purposes and codec operation principles. Particularly for the 

implementation of the real speech generation models (see Section 1.2 and 3.2), modifications 

were performed to the encoder and decoder applications utilized. For this reason, when 

applicable, operation licensing terms of the encoder and decoder applications used, will be 

discussed.    

2.1.4.1 Feasibility study for fixed data rate codecs 

For all three fixed data rate encoding algorithms analyzed, in terms of codec operation 

principles, the complexity of the integration to a simulation platform is very low. To generate 

traffic that follows the behaviour of the codecs, only the frame size and frame duration needs to 

be obtained. This operation can be performed through the utilization of a simple lookup table.  

For more complex simulation features, where the actual encoding and decoding algorithms are 

used (see Section 3.2), codec implementations were found for all three codecs. The source of 

the codec implementation employed and the pertinent licensing details are discussed below.  
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G.711 licensing information  

Encoder algorithm G.711, PCM of voice frequencies, has been standardized by the ITU-T [13]. 

The ITU-T, with the purpose of providing a common set of tools that serves for testing and 

implementation guide of the standard in question has issued a library of portable and reliable 

software routines. Recommendation ITU-T G.191 [39], software tools for speech and audio 

coding standardizations, is a compilation of such software examples.  

In [39] (Annex B), the license agreement of the software library is described as ñgeneral public 

licenseò. More explicitly Sections B.1 and B.2 of Annex B, specify the right to distribute, 

publish and modify any part of the modules included in the software library.  

G.729 licensing information 

The implementation of the algorithm is based on standard defined by International 

Telecommunications Union, ITU-T G.729 [16]. G.729 is licensed by Sipro Lab Telecom [40]. 

Sipro Lab Telecom is the authorized Intellectual Licensing Administrator for G.729 technology 

and patent pool. To this patent pool belongs, among others, a Montreal based telecom 

company, VoiceAge® [41]. As part of an open initiative program with the purpose to 

encourage the integration of G.729 algorithm to new technologies, VoiceAge allows restricted 

terms utilization of their G.729C implementation. The version C of the algorithm is very 

similar to the original standard with the only difference that implements floating point 

calculations, version C is fully compatible with G.729 and most other fix rate 8kbps versions of 

G.729 standard.  

The terms and conditions of this operation are specified on their End User License Agreement 

for G.729(c) Implementation [42] which has been exhaustively analyzed in search of the 

reassurance that all restrictions are strictly observed. In addition, VoiceAge has agreed that 

their implementation of G.729C codec is integral part of the present research.   

iLBC licensing information 

iLBC is a  narrow band speech codec developed by Global IP Solutions (GIPS) [43] (former 

Global IP Sound) and released publically in 2002. As described in the official GIPS license 

agreement [44], ILBC is royalty-free, non-exclusive licensed software. More specifically, in 



21 

 

 

 

Section 2.1 of [44], it is made explicitly that unless for commercial use, one may use, 

reproduce, display, perform and/or modify the original software provided by GIPS.     

2.1.4.2 Feasibility study for variable data rate codecs 

Continuing with the variable rate speech encoding algorithm we have that for ITU-T G.727 

[45], codecs developed under this standard are not free; therefore, not open source 

implementation was found available. While analyzing the operation mode of ITU-T G.727, it 

can be noticed that the real advantage of this algorithm is achieved while introduced in a 

network which nodes are capable of supporting embedded codecs.  Some of the nodes in the 

network are capable of adjusting the packet size by dropping the enhancement bits as required. 

None of reviewed simulation platforms natively support embedded protocols supporting 

embedded codecs. Given that the complexity of the implementation of such algorithm and the 

lack of information from manufacturers regarding existing protocols, the integration of ITU-T 

G.727 standard to a simulation platform is considered outside the scope of the present work.     

AMR is not a free codec; hence, no open source implementation is available. However, for 

research purposes, an implementation have been made available by VoiceAge®, (see below for 

licensing information). They offer both the binary files for Win32 platform and the C source 

code for the algorithm. Attending at its operation principle, AMR adjusts its output bit rate 

based on network congestion information. To provide the implementation of a completely 

functional variable rate AMR codec, a means for the source node to acquire network load 

information needs to be implemented. To this end, Real-Time Control Protocol [46] (RTCP) 

will be included as part of the simulation implementation, making AMR-NB a viable option as 

variable rate codec for the present project.    

AMR-NB licensing details 

AMR joint patent pool includes the right of Ericsson, Nokia, Nippon Telegraph and Telephone 

and VoiceAge®. As for the case of G.729, VoiceAge has created an open initiative program 

with the purpose to encourage the integration of AMR-NB algorithm to new technologies. The 

terms and conditions of this project are specified on the End User License Agreement for 

AMR-NB implementation [47] which has been exhaustively analyzed in search of the 

reassurance that all restrictions are strictly observed. In addition, VoiceAge has agreed that 

their implementation of AMR-NB codec is integral part of the present research.   
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After studying the EVCR variable rate speech codec, the analysis for the potential integration 

with a simulation platform is simple. Regardless of whether EVCR is free, which is not, the 

definitive fact is that EVCR is not designed for VoIP networks. EVCR is a codec with the 

specific purpose to operate over wireless networks, where the traffic performance and network 

impairments have a completely different behaviour than for packet switched networks. For 

instance, VoIP codecs implement solid algorithms for packet loss concealment and expend very 

little effort in compensating for possible corrupt packets; in the case of speech codecs for 

wireless environment is the opposite. This is more evident in a CDMA environment where the 

transmission of the minimum possible power is a crucial premise for the operation of the whole 

network. Simply, EVCR is not used in VoIP networks. Therefore, and according to the 

objectives of the present work, the integration of EVCR is considered out of scope.  

Speex, among all other studied codecs, offers the best possibility of being integrated to a 

simulation platform. The fact that is open source and it is a true variable rate codec facilitates 

the process integration to a simulation platform.  

Speex licensing details 

In Section D and E of [37] the licensing terms for Speex usage and distribution is presented. 

Distribution of the codec is allowed under the condition that the copyright notices are 

transferred. Modifications are allowed with no restriction if no distribution is to be performed.   

As a summary, attending to the codec structure and design purpose and licensing terms of the 

presented codecs, the following algorithms are going to be integrated as part of the simulation 

tool outlined in Section 1.2 of the present report: G.711, G.729, iLBC, AMR-NB and Speex.  

2.2 Study of Speech Quality Assessment Models 

Digitized voice and data traffic have considerably different requirements when transmitted over 

a network. Voice traffic is considerably sensitive to network delay and packet loss while data is 

significantly more tolerant to these network impairments. Also, the nature of voice traffic shape 

is up to a certain degree smooth and constant when data traffic is bursty.  

IP networks present significant new challenges to the delivery of real-time voice traffic. 

Whereas the circuit-switched PSTN guarantees that sufficient bandwidth is reserved and 
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available for the duration of the call, IP networks, in general, do not. Delay is not guaranteed to 

be either minimal or constant in an IP network. In addition, dropped packets and packet delay 

variation introduce distortions not found in traditional telephony. Low bit rate codecs used to 

reduce required bandwidth distort the original waveform significantly before it is even 

transmitted.  

For a system with the aforementioned difficulties, assessing the quality of speech is crucial. 

Speech quality measures are used to optimize the design of speech transmission algorithms and 

equipment, and to aid in the selection of coding algorithms for standardization. It is crucial that 

networks and terminals are properly designed to constantly monitor the quality of VoIP 

services, taking the necessary action to maintain the level of service. 

In the introduction for Section 2, a basic concept of VoIP systems is presented as well as the 

main advantages of IP telephony compared to standard PSTN, marking the importance of the 

former in present-day telecommunication tendencies. Also, the importance of measuring and 

predicting voice quality for VoIP systems as a tool in designing and/or improving the network 

infrastructure is introduced. In this section, some of the most relevant and current voice quality 

assessment models will be analyzed. Emphasis will be put in categorization of speech quality 

assessment algorithms and their circumstantial advantages and disadvantages.  

2.2.1 Understanding VoIP Quality Assessment Models 

In this section, three different categorizations for quality assessment models and the parameters 

used to categorize them are presented. Differences in the usage of the different models are 

mentioned.   

2.2.1.1 Subjective and Objective Assessment models  

There are two broad classes of speech quality metrics: subjective and objective.  

Subjective measures involve humans listening to a live or recorded conversation and assigning 

a rating to the perceived quality, see Figure 2.1. This rating can be either a single overall 

quality rating or a rating of a particular characteristic (i.e., clarity or listening effort) or a 

particular distortion (i.e., clipping, hum). To ask humans to listen to speech excerpts and then 

solicit their opinion is considered the most reliable method for assessing voice quality [48].    
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The subjective method involves presenting a set of speech samples that characterize different 

conditions of the system under test to human listeners in a controlled environment. After each 

presentation, subjects are required to grade the sample on a simple discrete opinion scale. For 

each sample, votes are averaged. Clearly, a metric obtained as described above can be a good 

measure of perceived speech quality. However, subjective metrics have disadvantages, too. In 

particular, they can be time-consuming and expensive. Some researchers or organizations may 

not have the resources to conduct the tests. Certainly, such metrics cannot be used in any sort of 

real-time or online application for the purpose of speech quality prediction.  

 

Figure 2.1 Subjective, Objective intrusive and Objective non-intrusive speech quality assessment models 

For many years, more automated methods have been investigated with the aim of modeling 

human behaviour and objectively predicting subjective scores. There was an obvious necessity 

for finding models that could estimate speech quality from analyzing the physical 

characteristics of the terminals, networks or directly from the speech signals that they deliver. 

Such a process is called objective speech quality assessment model. 

Objective models were first introduced for evaluating the sound quality of audio systems [49]. 

An estimation of the distortion introduced by the system under test can be obtained by 

comparing the signal processed by the system (degraded signal) with the original audio 

(reference signal). More elaborated models have been developed where only the received 

(degraded signal) is scrutinized to obtain the final score, see Figure 2.1. Typically, the accuracy 
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or effectiveness of an objective metric is determined by its correlation, usually the Pearson 

(linear) correlation
1
, with a subjective score for a set of data [50]. If an objective metric has 

high correlation with a subjective score, then it is deemed to be an effective measure of 

perceived speech quality, at least for speech data and transmission systems with the same 

characteristics as those in the experiment.  

2.2.1.2 Intrusive and Nonintrusive Assessment models  

A common categorization applied to the objective models is related to the signals used to 

generate or compute the final quality score.  Usually, these two classes are referred to as: 

Intrusive or active and nonintrusive or passive.  

Intrusive methods are those that estimate the speech quality by measuring the difference 

between the input and output speech signals and mapping the distortion values to a predicted 

quality metric, see Figure 2.1.  In contrast to subjective experiments, this model enables 

extensive testing to be performed over short periods, and is therefore beneficial during codec 

and equipment development/selection. However, the need for a test signal adds extra load on 

the network and in some applications requiring objective speech quality evaluation, the input 

speech signal may not be readily available or may not be compared directly to the output, like 

in live calls where no clean reference signals are available. 

In such cases, an attractive alternative approach is to assess speech quality using only the 

output signals, i.e., a nonintrusive speech quality evaluation, see Figure 2.1. An effective 

nonintrusive speech quality measure will be of significant importance to applications where an 

appropriate input signal is not readily available, e.g., the performance evaluation of hearing aids 

and nonintrusive performance monitoring of communication systems such as wireless 

communications and VoIP. 

                                                      

1
 Obtained by dividing the covariance of the two variables by the product of their standard deviations. 

Pearson's correlation reflects the degree of linear relationship between two variables. 
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2.2.1.3 Speech-Layer, Packet-Layer and Opinion Models  

Objective quality assessment methodologies can be categorized into several groups from the 

viewpoints of objective, measurement procedure and input information used by the quality 

assessment model. These categories are listed below.  

Speech-Layer Models  

Objective models require speech signals as inputs and produce estimates of listening quality 

[51, 52]. Some different approaches have been developed for this category. From the very 

simple models where waveform distortion is examined by comparing input and output signal to 

more elaborated models based on spectral distortion and digital filtering applied to the audio 

signal(s).   

Packet-Layer Models 

Objective models that exploit IP packet characteristics only and produce estimates of listening 

quality are called Packet-layer models [51, 52]. These models have the advantage of being able 

to monitor the quality of real phone calls as they progress, and are usually implemented in the 

IP phone or gateway.   

Although the speech-layer and packet-layer objective models estimate the same parameter (i.e., 

the listening quality), they are used in different scenarios. For instance, if it is impossible or 

difficult to obtain actual speech samples via in-service quality monitoring, we should use 

packet-layer objective models. Conversely, if it is difficult to capture necessary packet 

information or we need to obtain quality estimates that are as accurate as possible, we should 

use speech layer objective models.  

Opinion Models 

Opinion models are those objective quality assessment methodologies that exploit network and 

terminal quality parameters to produce estimates of conversational quality [51, 52]. These 

models are referred to as the most complete ones since they consider quality degradation 

introduced by speech coding, bit error, distortions introduced by acoustic transducers, as well 

as impairments specifically related to an IP network, like packet loss, jitter and network delay. 

Opinion models could be seen as a combination of the two previously mentioned models. 
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Opinion models have long been studied but not many proposals have reached the category of 

standard.  

2.2.2 Description of relevant speech quality assessment models for VoIP systems  

After a study of the most relevant and used speech quality assessment models for VoIP traffic, 

and based on the categorization presented in Section 2.2.1, this section will discusses the main 

characteristics, advantages and disadvantages of some of these models.  

2.2.2.1 Subjective Quality Assessment Models 

The most relevant subjective models are briefly described in this subsection  

ITU-T P.800. Methods for subjective determination of transmission quality 

The Opinion Rating Method also known as Mean Opinion Score (MOS), which is defined by 

the ITU-T Recommendation P.800 [53] for VoIP quality assessment, is the most widely used 

method by which subjective VoIP quality is assessed. MOS is just what the name implies: itôs 

a score derived from usersô opinions. A sentence is read aloud over the telephone to a 

number of listeners. After hearing the sentence, the listeners score the conversation based 

on their opinion of how it sounded. The scores are averaged to come up with the mean 

opinion score. After years of testing, the ITU used data from listener opinions to codify a 

scoring standard. Subjective quality assessment models can be grouped into listening quality 

and conversational quality. Where for the listening quality tests, subjects listen to a number of 

distorted recordings and vote their opinion of the quality; for the conversational quality 

assessment, subjects are involved in a two-way communications. 
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Table 2.6 Absolute Category Rating (ACR) scales. Listeners are offered a recording from which they have to 

assess: quality of the speech, effort required to understand the meanings of sentences and loudness preference 

[53] 

MOS Quality Listening Effort  Loudness 

5 Excellent No effort required Much louder than preferred 

4 Good No appreciable effort required Louder than preferred 

3 Fair Moderate effort required Preferred 

2 Poor Considerable effort required Quieter than preferred 

1 Bad No meaning understood  Much quieter than preferred 

ITU-T Recommendation P.800 [53] defines various ways to collect information from the 

listeners. The most obvious and probably more used is the Absolute Category Rating (ACR), 

defined in Annex B of the ITU-T P.800 recommendation [53]. ACR defines three scales in 

order to assess three different characteristics or properties of the recording: quality of the 

speech, effort required to understand the meanings of sentences and loudness preference; see 

Table 2.6.  

Table 2.7 Degradation Category Rating (DCR) scale [53] 

MOS Degradation Rating (DRC) 

5 Degradation is inaudible. 

4 Degradation is audible but not annoying. 

3 Degradation is slightly annoying 

2 Degradation is annoying 

1 Degradation is very annoying 

The ACR method tends to lead to low sensitivity in distinguishing among good quality circuits. 

A modified version of the ACR procedure, called the Degradation Category Rating (DCR) [53] 

procedure, affords higher sensitivity. The DCR procedure, which in particular uses an 

annoyance scale and a quality reference before each configuration to be evaluated, is suitable 

for evaluating good quality speech. The stimuli are presented to listeners by pairs (A-B) where 

A is the quality reference sample and B is the same sample that is processed by the system 

under evaluation. The purpose of the reference sample is to anchor each judgment of the 

listeners. Table 2.7 shows the MOS scale for DCR tests.   
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Table 2.8 Comparison Category Rating (CCR) scale [53]  

MOS Comparison Rating (CCR) 

3 Much Better 

2 Better 

1 Slightly Better 

0 About the Same 

-1 Slightly Worse 

-2 Worse 

-3 Much Worse 

Lastly, the Comparison Category Rating (CCR) [53] is proposed. The CCR method is similar to 

DCR described before. Listeners are presented with a pair of speech samples on each trial. The 

only difference is that in the DCR procedure the samples are presented always in the same 

order: unprocessed and then the processed sample; in the CCR technique the order of the 

processed and unprocessed samples is chosen at random for each trial. Table 2.8 shows the 

MOS values for CCR.  

The Opinion Equivalent-Q Model 

The Opinion Equivalent-Q Model is a variation of the Opinion Rating Model. The MOS of a 

system obtained using the Opinion Rating Model is dependent on a lot of factors that include 

such details as the testing date and the mix of quality levels in the experiment [51]. This means 

that if on a certain date a lot of good-quality condition calls are available on the system, the 

MOS for certain system condition would be higher than obtained when there are fewer good-

quality call conditions existing in the system. The Opinion Equivalent-Q model uses a 

Modulated Noise Reference Unit (MNRU) defined in ITU-T P. 810 recommendation [53], 

which is a reference system that outputs a speech signal and speech-amplitude-correlated noise 

with a flat spectrum. The ratio of signal to speech-correlated noise in dB is called the Q value. 

The opinion equivalent Q is thus defined as the Q-value of MNRU speech with quality 

equivalent to that of the speech under evaluation. 
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The Diagnostic Acceptably Method for Speech Communication Systems 

The Diagnostic Acceptability Method (DAM) was proposed in 1976 [55]. It is very similar in 

principles to ITU-T Recommendation P.800 [51]. The DAM model is not currently used in the 

industry and the brief description offered below is intended merely to set a chronological 

reference point in the development and evolution of voice quality assessment models.  

Two important features distinguish the DAM approach. First is the fact that it combines a direct 

(isometric) and an indirect (parametric) approach to acceptability evaluation. The isometric 

approach requires the listener to provide a direct, subjective assessment of the acceptability of a 

speech sample, whereas the parametric approach requires the listener to evaluate the sample 

with respect to various perceived qualities, independently of her/his affective reactions to them. 

A second distinguishing feature of DAM is that it solicits separate reactions from the listener 

with regards to what she/he perceives to be the speech signal itself, the background and the 

total effect.  

2.2.2.2 Objective Quality Assessment Models 

Several objective (active) models have been developed over the years, only a few of them had 

reached the category of standards according to International Telecommunications Union. In this 

section, the most relevant and current methods are discussed.  

Objective Intrusive Quality Assessment Models  

This section will review the most relevant objective intrusive models. According to the 

categorization shown in Section 2.2.1 all intrusive models are considered speech-layer models.  

ITU-T P.861. Perceptual Speech Quality Measure (PSQM, PSQM+, PSQM/IP) 

Perceptual Speech Quality Measure (PSQM) is a widely used intrusive objective quality 

assessment model which is derived from Perceptual Audio Quality Measure (PAQM) [56].  

PSQM, which is an ITU-T P.861 [57] recommendation, works by injecting a testing source 

signal for artificial voice, defined in ITUïT P.50 [58] recommendation, with an active speech 

level signal of -20dBm into the VoIP network; then the distortion experienced when transmitted 
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through various codecs and transmission media is measured and finally a MOS score is 

estimated.   

The PSQM has the advantage of being able to measure the effects of various impairments and 

their interactions but has the disadvantage of requiring a call set up each time tests need to be 

carried out. 

At the time PSQM was standardized as ITU-T P.861 [59], the scope of the standard was to 

assess speech codecs, used primarily for mobile transmission, like GSM. VoIP was not yet a 

topic at the time. The requirements for measurement equipment have changed dramatically 

since then. Recommendation ITU-T P.861 standard [57] was reviewed to cope with the new 

demands arising from next generation networks like VoIP. Within these networks, the 

measurement algorithm had to deal with much higher distortions than with GSM codecs, but 

perhaps the most eminent factor is that the delay between the reference and the test signal was 

no longer constant. 

A first approach to overcome such problems was the development of PSQM+ [59]. It handled 

well the larger distortions caused by burst errors, but still had significant problems with the 

compensation of the varying delay. An advanced delay tracking feature was added to the 

standard, the new enhanced procedure was called "PSQM/IP" [59] and it implemented an easy 

way to solve the varying delay issue in most cases, without losing the option of real-time 

operation.   

ITU-T P.862. Perceptual Evaluation of Speech Quality (PESQ)  

With the new ITU standard ITU-T P.862 Perceptual Evaluation of Speech Quality (PESQ) [60] 

the problem of measuring large distortions and delays was greatly alleviated. PESQ combines 

the excellent psycho-acoustic and cognitive model of PSQM+ [59] with a time alignment 

algorithm adopted from Perceptual Analysis Measurement System (PAMS) [59], other of the 

precursors of PESQ, which handles varying delays accurately. PESQ is not designed for 

streaming applications, which is its only drawback. This is why it cannot fully replace PSQM+. 

With PSQM and PESQ there are two intrusive standards that cover the entire problem of 

measuring speech quality. 
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Using PESQ, a reference signal is played through the system, and the received version is 

compared to the original reference version. Any degradation that occurred is measured, and a 

quality score is computed [59]. The resulting score is often mapped to a MOS-LQ value. PESQ 

has good correlation with subjective listening quality across a very large corpus of tests 

covering a wide range of narrowband telephony applications. 

Because PESQ is an active, or intrusive, monitoring approach, it may not be ideal for networks 

that are already near operating capacity. 

Objective Nonintrusive Quality Assessment Models  

Objective nonintrusive quality assessment models are currently the most popular ones. As 

outlined in Section 2.2.1, objective passive procedures are very attractive when an input signal 

is not available, allowing real-time assessment. Also, passive methods do not increase the 

traffic in the network under test.  

 According to the categorization shown in Section 2.2.1, nonintrusive models can be found in 

any of the three groups: speech-layer, network-layer and opinion model; depending on their 

scope and network conditions.  

ITU-T P.563 Single-sided method for objective speech quality assessment in-narrow band 

telephony applications.  (Speech-layer)  

Up to this point, the solutions provided by subjective models (see Section 2.2.2.1) and objective 

intrusive models (see Section 2.2.2.2) presented themselves very beneficial during codec and 

equipment development/selection. However, the need for a test signal adds extra load to the 

network and live calls cannot be measured because no clean reference signal is available. To 

provide the industry with a solution for the listening quality assessment of live calls, the ITU-T 

opened a competition in 2002 with the aim of standardizing a method that does not need the 

reference signal for estimating the voice quality.   

A voice activity detector is used to identify portions of the signal that contain speech and the 

speech level is calculated. Finally, a speech level adjustment to ï26 dB is applied. The speech 

signal to be assessed will be investigated by several separate analyses, which detect, like a 

sensor layer, a set of characterizing signal parameters. This analysis will be applied at first to 
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all signals. Based on a restricted set of key parameters, an assignment to a main distortion class 

will be made. The key parameters and the assigned distortion class are used for the adjustment 

of the speech quality model. This provides a perceptual based weighting where several 

distortions are occurring in one signal but one distortion class is more prominent than the 

others. 

The ITU-T P.563 [61] approach is the first recommended method for single-ended nonintrusive 

measurement applications that takes into account the full range of distortions occurring in 

public switched telephone networks (may consider background noise, filtering and variable 

delay, as well as distortions due to channel errors and speech codecs) and that is able to predict 

the speech quality on a perception-based scale MOS-LQO according to ITU-T Rec. P.800.1 

[62]. This Recommendation is not restricted to end-to-end measurements; it can be used at any 

arbitrary location or segment in the transmission path. 

Vector quantization techniques. (Speech-layer) 

Two models will be briefly described using very similar technique to predict speech quality.  

The first model is called ñVector Quantization Technique for Output-Based, Objective Speech 

Qualityò [63]. In this model, Perceptual Linear Prediction (PLP) coefficients based on models 

of hearing perception to extract speaker independent speech parameters are used. The order of 

the PLP model specifies the amount of detail in the auditory spectrum preserved in the PLP 

model [63].  5
th
 order PLP model was found to be effective for speaker independent speech 

recognition tasks. PLP, PLP cepstrum, and PLP delta-cepstrum parameters are computed for 

output speech records from an undistorted source speech database and vector quantized. The 

resulting codebook provides a reference for computing objective distance measures for 

distorted speech. The obtained objective measures are the transition probability distance, the 

median minimum distance, and the chi-squared distance. 

The second model is called ñNew Output-Based Perceptual Measure for Predicting Subjective 

Quality of Speechò [64]. The system is based on computing objective distance measures, such 

as the median minimum distance, between perceptually-based parameter vectors representing 

the voiced parts of the speech signal to appropriately matching reference vectors extracted from 

a pre-formulated codebook. The distance measures are then mapped into equivalent Mean 
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Opinion scores using regression. The codebook of the system is formed by optimally clustering 

large number of speech parameter vectors extracted from undistorted source speech database 

[64]. The required clustering and matching processes are achieved by using an efficient data 

mining technique known as the Self-Organizing Map. The perceptual-based speech parameters 

are derived using Perceptual Linear Prediction (PLP) and Bark Spectrum analyses. 

Nonintrusive Speech Quality Evaluation Using an Adaptive Neurofuzzy Inference System. 

(Speech-layer)  

This nonintrusive evaluation method is using an adaptive neurofuzzy inference system, called 

the NISQE-ANFIS method [65], which does not require an artificial reference or codebook and 

operates just on the output signal. In contrast to other nonintrusive methods, the proposed 

technique applies a first-order Sugeno-type fuzzy inference system (FIS) to objectively 

estimating speech quality. The features required for the NISQE-ANFIS method are extracted 

from the perceptual spectral density distribution of the input speech. The premise and 

consequent parameters of the FIS, as constructed by the ANFIS, are learned by the back-

propagation and least-squares algorithms. 

In the proposed NISQE-ANFIS method [65], the input features were first extracted by 

measuring the distributive characteristics of speech perceptual spectral density. The extracted 

features were then fed into the first-order Sugeno-type FIS, where each input feature was 

fuzzified by Gaussian membership functions. In the NISQE-ANFIS method, the algebraic 

product is used as a T-norm operator for the fuzzy AND operator and the overall output are 

calculated using the weighted average [65]. 

Real-time monitor for measuring live VoIP call quality. P.VTQ (packet-layer) 

The ITU P.VTQ (Voice Transmission Quality) standard defines an endpoint MOS algorithm 

based on PESQ. A passive type of monitoring approach, P.VTQ looks at the call quality of real 

phone calls as they progress, and is usually implemented in the IP phone or gateway. The 

P.VTQ standard defines a quality value called the K-factor. Like the R-value, the K-factor is 

mapped to the MOS. More precisely, the K-factor is a MOS-LQ value because it includes 

impairments such as packet loss and jitter discards, but it does not include delay-related 

impairments [66]. The K-factor is usually calculated over 8-second samples of the audio for a 

given call.  
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IP phones and gateways from Cisco Systems implement the P.VTQ standard as a means of 

calculating a MOS for VoIP phone calls. At the end of a call, the phones and gateways can 

provide the quality information for that call.  

ITU-T G.107. The E-Model, a computational model to be used in transmission planning 

(opinion model)  

The E-Model was originally developed by the European Telecommunication Standard Institute 

between 1993 and1996 as a transmission-planning tool. Finally, it was standardized in ITU-T 

Rec. G.107 [22] as an analytic model for voice quality estimation. The E-model is based on the 

concept that psychological factors on the psychological scale are additive and that each 

impairment factor which affects a voice call can be computed separately but remain correlated. 

The basic result of the E-model is the calculation of the transmission rating R-factor, which is a 

simple measure of voice quality ranging from 0 (poor) to 100 (excellent). The R-factor is then 

used to determine the Mean Opinion Score using an R factor to MOS mapping. The R-factor 

covers such degradation qualities as echo, background noise signal loss, codec impairments, 

etc. According to [22] the R-factor is related to MOS through the following set of expressions. 

   

   [2.1] 

  

Table 2.9 R-factor to MOS mapping [22] 

R-Factor Quality Rating MOS  

90 < R <100 Excellent 4.34 ï 4.5 

80 < R < 90 Good 4.03 ï 4.34 

70 < R < 80 Fair 3.60 ï 4.03 

60 < R < 70 Poor 3.10 ï 3.60 

50 < R < 60 Bad 2.58 - 3.10 

 

Based on this R-factor to MOS score mapping is shown in Table 2.9. The MOS for a VoIP 

network using the E-model for quality estimation reflects the degradation caused by lossy 

compression, packet loss, voice clipping, jitter in active voice periods, interference signal, noise 

and excessive attenuation distortion. 
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Equation 2.2 shows in more detail the calculations of the R-factor as provided in ITU-T G.107 

[22]. Where R0 represents in principle the basic signal-to-noise ratio, including noise sources 

such as circuit noise and room noise. The factor Is is a combination of all impairments which 

occur more or less simultaneously with the voice signal. Factor Id represents the impairments 

caused by delay and the effective equipment impairment factor Ie represents impairments 

caused by low bit-rate codecs. It also includes impairment due to packet-losses of random 

distribution. The advantage factor A allows for compensation of impairment factors when there 

are other advantages of access to the user [22]. 

    [2.2] 

 

In Section 3.7 of ITU-T G.107 [22], default values for all factors in equation 2.2 are provided. 

It is strongly suggested in the same section that the default values are adopted for all factors of 

equation 2.2 that are not varying during the calculations. Following this principle, equation 2.2 

can be written in a simple manner as shown below in equation 2.3.  

     [2.3] 

From equation 2.3, the R-factor, hence the MOS, can be assumed as a function of the Delay 

Impairment and the Equipment Impairment factor. In [22], an elaborated analysis is provided 

for the calculations of these two impairments. Equation 2.4 represents the factors involved in 

the delay impairment, where The factor Idte gives an estimate for the impairments due to Talker 

Echo, The factor Idle represents impairments due to Listener Echo and The factor Idd represents 

the impairment caused by too-long absolute delay Ta, which occurs even with perfect echo 

cancelling [22].  

   [2.4] 

In [22], a model is offered to calculate the equipment impairment factor. Equation 2.5 shows all 

factors involved in the calculation of Ie factor values for codec operation under random packet-

loss. Where Ie0 represents the equipment impairment factor for zero packet loss conditions, the 

values of the parameter are input independent and recommended values are presented in UIT-T 

G.103 [67] for different codecs. Bpl conveys the packet loss robustness of an arbitrary codec 
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and the default values are also covered in [67]. The packet loss probability is represented by 

Ppl. BurstR is the packet loss burst ratio.     

   [2.5] 

From equation 2.5, the packet loss burst ratio is defined as: 

 

2.2.3 Selection of the speech quality assessment models to integrate to the 

simulation platform  

The objective of the proposed investigation is to generate a simulation platform which main 

function is to serve as a tool or aid in the task of designing and improving IP networks carrying 

voice traffic. The speech quality assessment model selected has to accommodate and comply 

with the mentioned research specifications.  

As stated in Section 1.2, among the objectives of the present thesis are to invest the simulation 

platform with the possibility to utilize a subjective speech quality assessment model and an 

objective non-intrusive model.     

Using as starting point the grouping proposed in Section 2.2.1, we have that the two main 

categories can be defined as subjective and objective speech quality assessment models. The 

main advantages and disadvantages of subjective assessment models were presented in Section 

2.2.1.1. Although expensive and difficult to implement, subjective speech quality assessment 

models are the only truly accurate tool to evaluate the impact of speech degradation in humans. 

One of the main objectives of the thesis is to allow the injection of real speech audio into the 

simulation, the recovery and playout of the degraded audio. With this implementation, any of 

the subjective quality assessment model presented in Section 2.2.2.1 can be employed. It 

becomes a preference of the modeller which method to follow.    

Focusing on the objective quality assessment models, we have that the two categories with 

respect to the signals used to generate the final score are intrusive and nonintrusive assessment 

models. In principle, given that a way to inject real speech audio will be provided, intrusive 

objective speech quality assessment models are possible. Nonetheless, some properties of these 
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models make them incompatible with the main objective of the thesis; i.e., to serve as aid tool 

for the planning/design stage of networks carrying VoIP traffic. First, since intrusive models 

are focused in a comparison of the original audio signal with the degrade signal, the acquisition 

of a correlation between speech quality and network conditions is a very difficult task. 

Secondly, these models only offer a listeners quality MOS, once again, since only the input and 

output are analyzed, the total delay in the conversation is not considered. The dynamism of the 

conversation is not evaluated and considered in the final score. Finally, given that the use of the 

present tool will be focused on the planning of networks that are not built yet, the insertion of 

real traffic is not possible in this scenario.     

For nonintrusive models, we have the categorization suggested in Section 2.2.1.3 where quality 

assessment algorithms can be defined as speech-layer, packet-layer or opinion models. Starting 

with the speech-layer models, these models are based on analog signal processing procedures. 

Models range from time domain analysis to spectral distortion and digital filtering analysis. As 

explained before, the importance of obtaining correlation between network parameters and 

speech quality is paramount and that is not possible through speech-layer models.   

Ultimately, we are left with objective packet-layer models and opinion models. Packet-layer 

models are designed to deliver in real time a score for a phone conversation. The results are 

founded purely on statistical computations based on the IP packets that arrive to a specific node 

of the network being studied. The opinion model however, is designed to integrate and consider 

multiple factors related to the network (propagation delay, packet drop, etc.), to the 

transmission channel (background noise, signal loss, etc.) and to the equipment impairment 

(echo, codec, etc.).   

Considering only the requirements for the two aforementioned algorithms, both are possible in 

the framework of the proposed research; the input data for both models can be obtained from 

the simulation software and processed accordingly. Even so, if the project goal is reviewed, it is 

simple to realize a critical advantage of the opinion model over the packet-layer model. If we 

focus on the value of the modelôs output oriented to network design and development, it is 

obvious that the packet-layer model offers no information regarding the conditions and factors 

in the network and equipment that generated the results. Consequently, packet-layer models 

offer no direct input to the decision making process involved in designing and improving a 
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network to support voice traffic. On the other hand, every time a score is obtained from the 

opinion model, associated to this result are all the factors that, integrated through a 

mathematical equation, generated the final score. A whole set of values are obtained from each 

simulation, allowing the network designer to take steps into much more defined directions and 

iteratively check the results of the modifications. As demonstrated, the definitive option to be 

employed in the current investigation is the opinion model group.  

Once the group has been defined, the next task would be to find the more appropriate algorithm 

within that group. For the opinion model group, the most studied and discussed is by far ITU-T 

G.107 the E-Model [22], described in this section. The E-model offers simple and effective 

ways to find correlations between the speech quality prediction and the network impairments 

(see Section 3.2.4 for more details). 
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Chapter 3 

VoIP Simulation Models and OPNET Implementations 

 The current chapter describes the simulation models created as well as discusses their 

integration into the OPNET Modeler. More precisely, Section 3.1 will cover the generation of 

speech background traffic generation models and the integration of such models to OPNET 

Modeler. In Section 3.2, the models to integrate real speech traffic to the OPNET simulation 

will be discussed. Also, in Section 3.2, the implementation of an objective speech quality 

assessment model will be presented. Finally, Appendices A and B complement this chapter. In 

Appendix A, detailed information regarding the attributes of the new nodes created in OPNET 

will be offered.  Appendix B offers instructions, in a tutorial manner, on how to use the created 

nodes in an OPNET simulation.   

3.1 Speech background traffic generation 

The purpose of a background traffic generation is to offer a simulation history, or simulation 

warm up traffic, that statistically follows real speech traffic. Actual encoding technologies like, 

packet loss concealment, DTX, VAD, echo cancellation or noise suppression are not 

implemented. Additionally, a traffic generation node and a traffic sink node, when placed in a 

simulation, could represent a simple VoIP phone, a computer or even the aggregated traffic 

coming from a subnet.  

OPNET provides effective ways to generate traffic related to most popular protocols and 

applications, some of them are HTTP, FTP, email traffic, database access traffic, printing 

applications. Consequently, the addition to the background traffic generation procedures has 

been reduced to voice traffic exclusively 

To facilitate the control of the traffic volume generated, a traffic scalability model has been 

added to the speech traffic generation node. The methodology used to create the traffic growth 

is linked to the nature of the traffic generated: telephone conversations.   
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Summarizing, two features have been added to the generation of speech background traffic in 

OPNET: (1) new voice encoding algorithms and (2) a traffic scalability methodology that 

properly adapts to the nature of the voice traffic. Both attributes will be discussed in the next 

sections.  

3.1.1 Available encoding algorithms and parameter calculations   

As mentioned, dealing with codecs that describe the current trends of the VoIP world is of vital 

importance to achieve a reliable simulation. After detailed analysis, the following encoding 

algorithms were selected according to their popularity and with the purpose to represent the 

main categories of speech encoding algorithms, see Section 2.1 for more details. 

Fixed rate speech encoding algorithms 

In the fixed data rate category, four encoder methods have been selected, they are listed below. 

 ITU-T G711. Fixed output data rate of 64 kbps  

 ITU-T G729. Fixed output data rate of 8 kbps  

 iLBC 20ms. Fixed output data rate of  15.2 kbps 

 iLBC 30ms. Fixed output data rate of  13.33 kbps 

Variable rate speech encoding algorithms 

Based on analysis provided in Sections 2.1.3 and 2.1.4, the following variable data rate 

algorithms will be integrated into the simulation models.  

 AMR : algorithm designed to adapt the output data rate according to network 

conditions; hence, it requires information regarding network status to operate in 

variable rate (VAR) mode; see Section 2.1.3 for more details.  

 Speex: Free open source codec that adapts the output data rate depending on the 

statistical properties of the analog audio. Two modes will be implemented, Speex low 

quality with Quality = 2 and Speex high quality with Quality = 8 [37, 68]. See Section 

2.1.3 for more details. 

Only a small subset of the speech encoding algorithms selected are already implemented by 

default in OPNET Modeler, as the research started and carried out. This is the case of G.711 
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and G.729A. When investigating the possibility of reusing those OPNET modules associated to 

G.711 and G.729 codec in the proposed background traffic generator models, the following 

considerations were assessed: 

(a) The simplicity of isolating the OPNET source code corresponding to the traffic 

generation for both codecs; 

(b) The complexity of implementing the codecs from the start in the new background 

traffic generator node; 

(c) The integration in the background traffic generator node of these two algorithms 

(G.711 and G.729) with the rest of the encoding algorithms that are not part of OPNET 

natively.  

It was found that, given the simplicity of the codecs and the nature of the OPNET native 

implementation, a simpler solution was to implement the algorithms from the start in the 

background traffic generator node. This decision ensures consistency with the newly 

implemented codecs that are not part of OPNET by default. Nonetheless, both implementations 

are completely compliant with the official standard for each codec [13, 16].  

Table 3.1 Frame size and frame duration for fixed data rate codecs 

Codec name Frame size [bytes] Frame duration [ms] 

G.729A 10 10 

G.711 80 10 

iLBC 20ms 38 20 

iLBC 30ms 50 30 

The aforementioned encoding algorithms can be divided in to three groups considering the 

methodology used by the encoder to select the output data rate. First, we have the fixed data 

rate algorithms (G.711 [13], G.729 [16] and iLBC [28]). For these codecs, the output data rate 

is fixed and defined in the official standards or recommendations. For AMR-NB [18], the 

output data rate is adjusted according to network conditions. As a result, AMR-NB requires 

information regarding network status to operate in variable rate mode. Finally, Speex [37], uses 

exclusively the statistical properties of the input analog audio to adapt its output data rate. The 
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three groups present remarkable differences in the method used to compute the frame size. The 

details of such process will be described separately in following subsections. 

3.1.1.1 Computation of frame size and frame duration for fix rate algorithms 

In the case of the codecs with fixed output date rate, the frame size and frame duration are 

constant values and they are defined in the official standard for the particular codec. No 

computation is required to obtain the desire frame size and duration during the simulation; 

instead, a frame size/duration map is configured into the background traffic generator source 

code. Table 3.1 shows the value of the nominal frame sizes and durations for the fixed data rate 

codecs integrated into the background traffic generator.  

3.1.1.2 Computation of frame size for AMR-NB algorithm 

AMR-NB operates at eight bitrates and was specifically designed to improve link robustness. 

AMR supports dynamic adaptation to network conditions, using lower bitrates during network 

congestion or degradation while preserving audio quality. By trading off the speech bitrate to 

channel coding, AMR maximizes the likelihood of receiving the signal at the far end. 

In the AMR standard, the mechanism through which the output data rate is adjusted is not 

defined [18, 69]; it is up to the modeller or protocol designer to define such a procedure. 

However, the most common method is to use the network delay or Mouth-to-Ear (M2E) delay 

as a condition to update the data rate [70, 71, 72, 73]. In voice communications carried over a 

packet switched network, the delay perceived from the time a sound is generated by the talker 

until the time this same sound is played out in the listenerôs end is a random variable and 

depends on multiple factors. This factor is commonly referred to as M2E delay. Equation 3.1 

accounts for all factors involved in the M2E calculation. From equation 3.1, during the 

simulation the processing and packetizing delay cannot be measured; instead, only the End-to-

End (E2E) network delay can be measured. Considerations will be made to estimate the 

necessary values. In most instances, worst case estimation will be used.  

 

   (3.1) 
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Where:  

: Refers to the time taken to fill a packet payload with encoded/compressed 

speech. The packetization delay can be expressed by equation 3.2, where  

represents the nominal value of the speech frame duration (20 ms for AMR-NB) and 

 is the number of speech frames to be encapsulated per packet.  

   (3.2) 

As determined in the ETSI standard documentation for AMR [18], the duration of one voice 

frame is equal to 20 ms. Using equation 3.2, packetization delay can be redefined as equation 

3.3.  

           (3.3) 

: Time taken by the encoder software to encode one speech frame. The 

estimation of this parameter is not trivial since it will depend on CPU speed for a specific 

codec. In some literature, this parameter may be referred to as coder or processing delay. 

According to research performed in [74], a safe value to assume for this parameter in the case 

of AMR codec is 5ms. 

: Usually referred to as look-ahead delay. In most algorithms, in order to 

properly encode the current block N, part of the next block N+1 needs to be analyzed. This 

process adds an extra delay to the encoding of one block or frame.  Look-ahead is implemented 

in most codecs to ensure a smooth decoding transition between adjacent encoded blocks and 

help the operation of packet loss concealment (PLC) procedures when applicable. The use of 

algorithmic delay term varies according to the author. In some literature, the compression time 

per voice frame and the look-ahead delay are added together and sometimes referred to as 

algorithmic delay. For the present document, the nomenclature used will be that adopted in [75] 

where algorithmic delay refers exclusively to the look-ahead delay.   

As established in the ETSI standard [76], algorithmic delay is equals to 5 ms for all modes 

except for AMR12.20 where no look-ahead is implemented. However, when the codec is 
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operating in variable rate mode, for AMR12.20, a dummy 5ms delay is introduced to ensure 

inter-mode synchronism.    

: Corresponds to the size of the playout buffer in the receiving end. The function 

of this buffer is to minimize the effects of variable latency in the network providing a steadier 

stream of frames to the decoder. As it can be observed from equation 3.1, there exists a 

compromise between the size of the buffer (possibility of correcting jitter) and the total M2E. 

For the current experiments, the playout buffer size will be considered as 40 ms (duration of 2 

voice frames).  

: The decompression time per frame is usually ten percent of that of 

compression [77]. However, this value has to be factored by the number of voice frames 

received per packet. Equation 3.4 shows such a relationship.  

   (3.4) 

Using the estimated value of   it can be concluded that, from equation 

3.3, decompression time can be expressed as in equation 3.5. 

    (3.5) 

: End-to-End network delay is the time that takes a packet of an arbitrary 

size to traverse the network from starting point to end point. The factors included in building up 

to the total delay are: serialization delay, queuing/buffering delay and switching delay. In the 

case of our work, the E2E network delay is obtained from the simulation. The individual 

analysis of the different factors that influence the E2E network delay lacks of relevance in our 

case beyond the point of acknowledging their existence and nature. 
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Table 3.2 Threshold values of M2E for AMR codec and the resulting frame sizes 

M2E  [ms] AMR mode Bitrate [kbps]  Fr size [bytes] 

0 ï 150.0 AMR_12.20 12.20  31 

150.0 ï 164.3 AMR_10.20 10.20  26 

164.3 ï 178.6 AMR_7.95 7.95 21 

178.6 ï 192.9 AMR_7.40 7.40  19 

192.9 ï 207.2 AMR_6.70 6.70  18 

207.2 ï 221.5 AMR_5.90 5.90  16 

221.5 ï 235.8 AMR_5.15 5.15  14 

235.8 ï 250.0 AMR_4.75 4.75  13 

Based on the range of M2E that are considered acceptable to achieve an intelligible and 

dynamic conversation [78], Table 3.2 shows the decision thresholds for the AMR-NB frame 

size.  

Using all calculations and estimations shown above in conjunction with equation 3.1, the M2E 

delay can be written as in equation 3.6, where M2E is only a function of the number of frames 

per packet and the E2E network delay.  

    (3.6) 

Considering that the number of frames per packet is a configuration parameter defined by the 

modeller, the problem of finding the M2E reduces to obtaining the E2E network delay for each 

packet or group of packets. The E2E network delay is the simulation metric used then 

to  

determine the frame size for subsequent packets. A procedure has been implemented to obtain 

the E2E network delay that is consistent with the protocols and constrains used in real 

networks. Such a procedure will be explained next.    

Obtaining the E2E network delay 

Speech packets are transmitted using the Real-Time Transport Protocol (RTP). According to 

RFC3550 [46], where RTP technical specifications are discussed, RTP provides E2E network 

transport functions suitable for applications transmitting real-time data, such as audio and 
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video. RTP comes accompanied by a control protocol, also presented in [46] and [79].  The 

main function of RTP Control Protocol (RTCP) is to provide statistics and control information 

for an RTP flow. Five different RTCP packet types are defined in order to carry a variety of 

control information. These packet types are listed and explained below: 

SR: Sender report, for transmission and reception statistics from participants that are active 

senders.  

RR: Receiver report, for reception statistics from participants that are not active senders 

and in combination with SR for active senders reporting on more than 31 sources. 

SDES: Source description items, including CNAME. 

BYE:  Indicates end of participation. 

APP: Application-specific functions. 

 

For the purpose of the thesis, only RR packets will be sent from the client node back to the 

background traffic generator node.  The RTCP RR packets can carry information regarding 

time-stamp when a packet was generated (used to calculate round trip time in the sender), 

packet loss and jitter. Since earlier in this section it was defined that E2E delay would be the 

metric to be used as frame size control, only the value of the time stamp will be used in our 

case; however, the total packet size will be simulated. As stated in [46], for a single receiver 

model, the RTCP packet size is 32 bytes.  

RTCP packets are useful in a scenario where the sender has some way to control the flow 

properties in order to improve the conditions of reception. This is the case of the background 

traffic generator when operating with the AMR-NB codec. The more frequent RTCP packets 

are sent by the client node, the more precise and efficient the bandwidth control carried out by 

the background traffic generator will be. However, the increase of the RTCP generation 

frequency also implies that the bandwidth used in the control plane of the stream increases as 

well. To ensure that the primary function of the transport protocol to carry data is not impaired, 

it is suggested in [46] that the bandwidth to be employed for the control protocol is limited to 

5% of the total bandwidth used by the RTP flow. This limit should be observed by the 

modeller; nevertheless, no boundaries have been added to the implementation of the client node 

in order to allow freedom to the modeller even beyond the recommended parameters.   
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3.1.1.3 Computation of frame size for Speex algorithm  

Analyzing real-world random phenomena using exclusively first-order statistic, is in many 

cases a valid approach; in other instances, it is a common oversimplification mistake. For 

variable data rate audio and video algorithms, second-order statistic dependence is to be 

expected [80].  Undermodeling is the term used in [81] referring to the case where some of 

dependencies that are relevant to the system in consideration are overlooked. Temporal 

dependence, when present, needs to be closely observed by the modeller; failure to do so will 

render the model unrealistic and results misleading.   

In order to generate background traffic that follows the statistical behaviour of a real Speex 

encoded audio, two parameters need to be computed: frame size, frame interarrival time. Frame 

interarrival time is a constant value equals to 20ms in the particular case of Speex [37]. Frame 

size is a random variable that, as explained before, is to be expected to present first-order and 

second-order statistic dependencies.  

 To investigate the statistical behaviour of the frame size random variable, 30,000 Speex frames 

were analyzed for each of the Speex quality modes analyzed. The thesis covers only American 

English language and a mixture of male and female speech sample was chosen to minimize the 

influence of gender. Audio samples were obtained from the Open Speech repository located in 

[54]. 

The probability density function for the Speex frame size (Quality = 2) random variable is 

depicted in Figure 3.1. 

Autocorrelation of the frame size random variable was calculated up to a maximum lag of 10 

samples. Figure 3.2 shows the autocorrelation function for the frame size random 

variable (Quality = 2)
2
. As inferred, a strong autocorrelation is observed. Also, the fact that the 

function is monotonically decreasing as the sample lag increases corresponds with the 

principles of the Speex algorithm, where the properties of the analog audio signal determine the 

compression rate of the encoded stream. 

                                                      

2
  It was confirmed by performing identical computations that the nature of the frame size for Speex 

Quality = 8 is similar to that of Quality = 2; i.e., to present an evident temporal dependence. 
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Figure 3.1 Probability Density Function for the random variable Speex frame size [bytes] 

From the results derived in Figure 3.1 and Figure 3.2, it becomes obvious that both first-order 

and second-order statistic need to be considered in the generation of the random variable 

representing the frame size.  

It is a fair generalization to say that from the Probability Density Function the Autocorrelation 

Function cannot be derived, and the Autocorrelation Function gives no information about the 

Probability Density Function. Consequently, a random number generation method needs to be 

utilized that at the same time contemplates first-order as well temporal dependence. 

Few methodologies were found in the literature that complies with the aforesaid requirements 

and fewer that were of relatively simple implementation. In [82], the desired time series is 

obtained by shuffling the series to minimize a sum of squares criterion between desired and 

actual autocorrelation functions. In [83] and [84] the wavelets principle is used instead. 

However, in [81], the author describes the Transform-Expand-Sample (TES) algorithm. The 

use of TES has rendered useful results in numerous studies [85, 86] and its implementation is 

uncomplicated and well documented. A comprehensive implementation of the TES algorithm is 

offered in [87]. Ultimately, a computer software, called TEStool, that is intuitive yet robust 

[88], facilitates the calculation of the parameters used by TES model to generate data.  
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Figure 3.2 Autocorrelation function of the Speex frame size random variable  

TES is an approach to modeling stationary time series capable of capturing both the marginal 

distribution and the autocorrelation function of empirical data. Most importantly, TES aims to 

fit both marginal and autocorrelation functions simultaneously. The derivation of TES models 

is performed in two stages. The first phase consists of generating a correlated sequence with 

uniform marginal distribution [0,1]. This is achieved as shown in equation 3.7 where  

represents a sequence of iid random variables independent of .  is called the innovation 

sequence [81, 83] and < > denotes the modulo-1 operation. The amount of correlation depends 

on the structure of the density function of the innovation sequence.  

 

      

(3.7) 

In the second stage, a histogram of the original sample is constructed and an inversion 

technique like that shown in [81] is applied. This inversion technique allows the transformation 

of any uniform random variable to another variable with a specific distribution. 



51 

 

 

 

As described in [87] and [88], TEStool takes the stationary time series to be studied and outputs 

the Probability Density Function of that time series and an Innovation Function which is related 

to the computation of the Autocorrelation Function. After deriving the Marginal Distribution 

and Autocorrelation Function from the empirical data, a heuristic search is performed for fitting 

the TES model generated data to empirical data. TEStool provides a visual interactive interface 

that allows the process of finding a good-fitting Innovation Function to flow in an intuitive 

manner.  

Figure 3.3 shows a screen captured from TEStool showing the results of finding the Innovation 

Function and the validation of the implementation of the TES algorithm in OPNET. Captured 

screen is only shown for Speex Quality = 2 mode. However, equivalent results were obtained 

for Quality = 8 mode.   

Using the Innovation function graphically represented in Window 4 of Figure 3.3 and the 

Marginal Distribution shown in Window 3 of the same figure, the implementation of the TES 

algorithm described in [87] was incorporated into OPNET model for the background traffic 

generator node.  

 3.1.2 Analysis of the number of speech frames per packet attribute 

The effective bandwidth of a voice stream on a packet switched network is not exclusively 

defined by the data rate of the speech encoder. The size of each speech packet that traverses the 

network will have two components: (1) the voice payload and (2) headers corresponding with 

different protocols associated with various network layers. This last component of the packet 

structure is usually referred to as overhead. The overhead is a fixed number of bytes per packet 

and its compression is a difficult task [89]. 
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Figure 3.3 Obtaining the Innovation Function in TEStool for Speex Q2 frame size. Window 1 (top-left): 

Sample paths of empirical data and modeled data based on the current Innovation Function. Window 3 (top-

right): PDF of empirical data and modeled data. Window 2 (bottom-left): Autocorrelation Function for 

empirical data and modeled data. Window 4 (bottom-right): Innovation Function.  

In VoIP communications, the most common way to mitigate the effect of the overhead in the 

bandwidth consumption is to increase the  /  ratio. This can be achieved by 

encapsulating more than one speech frame per packet. Equation 3.8 shows a generic way of 

calculating bandwidth utilization for any data stream where, BW represents the bandwidth 

required,  is the packets per second rate and  is the size of each packet 

expressed in bits. 

   (3.8) 

       

Both terms on the right side of equation 3.8 can be expressed as a function of the codec 

parameters and overhead size. Based on this, equation 3.8 can be redefined as: 

 (3.9) 
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In equation 3.9,  and  are the nominal frames per second rate 

(inverse of the frame duration) and the frame size in bits for a particular codec, respectively. 

OH represents the fixed size of the overhead for each packet expressed in bits and 

 is a design parameter that represents the number of speech frames that are 

encapsulated in each packet.  

Figure 3.4 illustrates the effects of increasing the number of speech frames per packet. Figure 

3.4 (top) shows how a desired decrease of the bandwidth is observed as the number of frames 

per packet is increased. However, as depicted in Figure 3.4 (bottom) by encapsulating more 

than one frame per packet, an additional effect occurs. An increase in the M2E delay can be 

observed with the increase of the number of frames per packet. If considering the generic case 

when n frames are encapsulated per packet; in the encoder, a delay is introduced while waiting 

for the n
th
 frame to be produced before the packet can be sent to the lower layers and eventually 

transmitted through the network. Similarly, in the decoder, the decompression time of the 

packet is a function of the number of frames per packet. Figure 3.4 (bottom) shows a linear 

increase in the mouth-to-ear delay as consequence of the increase in the number of frames per 

packet. For the calculation of the increase of the M2E delay, only the factors of equation 3.1 

that depend on the number of frames per packet have been considered. Additionally, other 

parameters that strongly influence the quality of speech, like packet loss robustness, may also 

be a function of the number of speech frames per packet [90].   

For the constructions of the graphs in Figure 3.4, the following assumptions were taken: 

encoding algorithm G.729 (  = 80 bits, = 100 pkt/sec), traffic on 

Ethernet link, OH calculated including eth v.2 header, IP header, UDP header and RTP header 

(OH = 58 bytes). 

Based on the versatility of the results that can be achieved by modifying the number of frames 

per packet, this parameter has been included as a configurable attribute in the background 

traffic generator node for each of the encoder algorithms implemented. 
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Figure 3.4 Effects of the increase of the number of frames encapsulated per packet in the bandwidth (top) and 

the ear-to-mouth delay (bottom) 

3.1.3 Computation of the voice payload size  

In Section 3.1.1, the methods to compute the frame size have been discussed for each of the 

codecs. This process occurs in the application layer of the node. In the simulation sequence, the 

next step is to construct the voice payload in order to send the packet to the lower layers.  

The application layer packet has two fields; the first one corresponds with the header of the 

application protocol to be used, RTP in this case, and the second field corresponds with the 
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encoded voice data itself, the voice payload. Figure 3.5 depicts the structure of the application 

layer packet carrying n speech frames.   

 

Figure 3.5 Structure of the packet produced in the application layer of the background traffic generator node   

Field 1: RTP header 

As specified in [46], the RTP header is 12 bytes long. Bit alignment and field description is 

irrelevant to the background traffic generator, only to model the size of the header is required. 

Detailed information can be found in Section 4 of [46].  

Field 2: Encoded speech data 

The encoded speech data field is formed by one or more speech frames according to the value 

of the attribute ñNumber of frames per packetò specified by the modeller in the background 

traffic generator node. In Figure 3.5, the generic case of n voice frames is shown. More 

formally, the size of the encoded speech data filed can be defined as shown in equation 3.10 for 

each of the encoding algorithm groups.  

 

 

(3.10) 

Where  represents the value of the ñNumber of frames per packetò attribute, 

 is the nominal frame size for each fixed data rate algorithm; i.e., 80 bytes for 

G.711, 10 bytes for G.729, 38 bytes for iLBC20ms and 50 bytes for iLBC30ms. 

 represents the frame size for the AMR mode that was active before 
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the packet was produced, see Table 3.2, and  is the size of one Speex frame calculated on 

frame by frame basis, see Section 3.1.1. 

3.1.4 Background traffic scalability method 

The methodology proposed to achieve speech background traffic scalability has been designed 

to reflect the nature of VoIP traffic. One of the simplest and effective ways to define speech 

traffic volume is by the number of conversations. Therefore, the attribute used to create 

scalable traffic is ñnumber of conversationsò. More formally, it can be defined as number of 

calls per codec per destination.  

To better illustrate, let us take a simple situation where two branch offices A and B are located 

in different cities and interconnected somehow. It is of interest to determine the reason for the 

poor subjective quality of the conversations between the two offices. In order to properly model 

the problem, the analyst will scrutinize the network statistics for a number of days.  Information 

such as the average number of calls between the two branches will be collected. Obviously, as 

for any modeling problem, the more detailed the information describing the real-world system, 

the more reliable the results of the simulation will be. A practical example could be that the 

simulation modeller knows that between office A and B occur an average of twelve G.729 calls 

for a certain period of the day. These values are fed to a background traffic generator node 

collocated in A (and one in B if a conversational speech assessment wants to be obtained) in 

order to generate a realistic traffic background for the simulation. As mentioned, OPNET will 

natively provide support for other traffic models that could exist between branches A and B, 

e.g., HTTP, FTP, email.    

Finally, for the case of Speex, it is valid to clarify that if  more than one conversation is 

specified to a particular destination, the frame size random variables generated according to 

TES model are independent among conversations, as it is in a real life scenario.  
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3.1.5 General operation of the simulation of speech background traffic generation 

in OPNET 

Figure 3.6 depicts how the background traffic generator node is integrated into a simulation as 

well as the most relevant inputs. The background traffic generator node will receive three types 

of input to operate, they are:  (1) attributes defined by the modeller in the simulation setup 

stage, (2) attributes embedded in the simulation and (3) feedback parameters obtained from the 

simulation.  The shape of the traffic generated in this node as well as the destinations where 

such traffic will be sent are to be defined by these three set of inputs. Appendix A presents a 

detailed description of the background traffic generation node implemented in OPNET. 

In Figure 3.7, a flow diagram describes the different stages involved in generating speech 

background traffic for the three groups of encoding algorithms. More detailed information 

regarding the process of calculating the frame size for each group will be discussed below.  

Speech background traffic generation for fixed data rate codecs 

1. The first step of the simulation is the definition of the simulation attributes by the 

modeller. The following parameters are defined at this stage: 

1.1 In the background traffic generator node, one of the following codec/modes is 

selected: G.729, G.711, iLBC-20ms or iLBC-30ms. The selection of the codec will 

univocally define the encoded frame size and frame duration (see Table 3.1).  

1.2 In the background traffic generator node, the IP address of the destination node and 

the number of speech frames encapsulated per packet are defined (see Section 3.1.2 

and Appendix A for more details). 
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Figure 3.6 Operation of Voice background traffic generator 

1.3 In the background traffic generator node, the number of conversations per codec 

per destination is entered. Along with some timing settings, the number of 

conversations attribute defines the traffic scalability for each codec-destination.  

2. Using the codec type attribute defined in the simulation setup stage and information 

from Table 3.1, the frame size and frame duration for the selected codec are obtained.  

3. Using the number of conversations attributes, separate independent streams are created, 

each one representing a conversation.  

4. For each conversation, using the number of voice frames per packet attribute and based 

on equation 3.10, the voice payload size and application layer packet size are 

calculated.  

5.  The application layer packet is sent down to all other layers and finally transmitted 

through the simulated network. Each packet is potentially exposed to latency, jitter and 

packet loss creating the simulation speech background traffic.  
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Figure 3.7 Traffic generation chart for each of the encoding algorithm groups encompassing all inputs and 

attributes  

Speech background traffic generation for AMR-NB codec 

1. The first step of the simulation is the definition of the simulation attributes by the 

modeller. The following parameters are defined at this stage: 

1.1 In the background traffic generator node, AMR-NB codec is selected. The 

selection of the codec will define the frame duration of 20ms.   

1.2 In the background traffic generator node, the IP address of the destination node and 

the number of speech frames encapsulated per packet are defined (see Section 3.1.2 

and Appendix A for more details). 

1.3 In the background traffic generator node, the number of conversations per codec 

per destination is entered. Along with some timing settings, the number of 

conversations attribute, defines the traffic scalability for each codec-destination.  

1.4 In the client node, the RTCP generation frequency is defined in terms of number of 

RTP packets received before one RTCP packet is sent back to the background 

traffic generator node (see Section 3.1.2 and Appendix A for more details). 
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1.5 In the client node, it is defined if the delay information to be sent back to the 

background traffic generator node is that measured from the last received RTP 

packet or the average of the last group of RTP packets received since the previous 

RTCP packet was sent.   

2. Initially, since no information regarding the delay associated with the network path has 

been obtained, AMR-NB will start transmitting in the highest mode (12.2 kbps). 

3. The client node, after receiving the number of AMR-NB frames defined in step 1.5, 

will generate a control packet that will be sent back to the real voice traffic generator 

node. The RTCP packet will offer the real voice traffic generator node updated 

information regarding the delay on the path connecting the two nodes.  

4. At the reception of the RTCP packet from the Client node, the background traffic 

generator node updates the M2E parameter based on the E2E delay obtained from the 

RTCP packet and using equation 3.5. 

5. Using Table 3.2 and the M2E value obtained in step 4, the frame size for the 

subsequent frames is computed. At the reception of the next RTCP packet the process 

of adjusting the frame size will be repeated. During the interval between RTCP packets 

reception, the frame size is maintained Using the number of voice frames per packet 

attribute and based on equation 3.10, the voice payload size and application layer 

packet size are calculated.  

6. The application layer packet is sent down to all other layers and finally transmitted 

through the simulated network. Each packet is potentially exposed to latency, jitter and 

packet loss creating the simulation speech background traffic. 

Speech background traffic generation for Speex codec 

1. The first step of the simulation is the definition of the simulation attributes by the 

modeller. The following parameters are defined at this stage: 

1.1 In the background traffic generator node, Speex codec is selected (one of the two 

modes available). The selection of the codec will define the frame duration of 

20ms.   
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1.2 In the background traffic generator node, the IP address of the destination node and 

the number of speech frames encapsulated per packet are defined (see Section 3.1.2 

and Appendix A for more details). 

1.3 In the background traffic generator node, the number of conversations per codec 

per destination is entered. Along with some timing settings, the number of 

conversations attribute, defines the traffic scalability for each codec-destination. 

2. According to the parameter entered in step 1.4, a number of traffic streams are 

generated.  

3. For each conversation independently, a number of frame sizes equal to the parameter 

defined in step 1.3 are calculated using the methodology discussed in 3.1.1. Within 

each conversation, the frame size variable maintains its autocorrelation even when 

frames are encapsulated in different packets. Analogously, the frame size variable is 

independent between conversations. 

4. Using the number of frames per packet attribute defined in the simulation setup stage 

and equation 3.10, the voice payload size and the application layer packet size are 

obtained.  

6. The application layer packet is sent down to all other layers and finally transmitted 

through the simulated network. Each packet is potentially exposed to latency, jitter and 

packet loss creating the simulation speech background traffic.  

3.2 Simulation of real speech traffic in OPNET 

From the perspective of simulation theory and principles [91], in a typical simulation 

environment for existing systems the use of real data may play an important role on the 

verification process of a model. Once the model is built to depict a real-world system, actual 

data can be fed to the model and the output compared to the output of the real system to the 

same input. The results of the comparison can be used as information describing the correctness 

of the assumptions, parameters and general structure of the model.   

For systems in design stage, the possibility of injecting real data to the simulation is also 

appealing, adding a new dimension to the simulation results. Particularly interesting is the case 

when, like audio or video, the effects of network impairments over a voice stream can be better 

appreciated in a subjective mode. The ways to objectively quantify speech quality have been 
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numerous [22, 60, 63, 64] and still remains an area of research; it is difficult to determine in 

which magnitude certain degradation of the data stream will affect the way humans perceive 

the speech quality. Note, from Section 2.2.1, that every speech quality assessment algorithm 

uses as a reference a subjective assessment model, usually ITU-T P.800 [53]. The what-would-

it-sound-like feature added to OPNET considerably improves the power of speech simulation in 

this platform. 

3.2.1 Encoding algorithms used in real speech simulation and licensing details  

In order to find the set of algorithms to be integrated into the real voice traffic generator node, a 

study was performed to assess the popularity of each codec and the availability of source code 

with the appropriate licensing that allows modification and therefore the addition to our 

OPNET model. The results lead us to the implementation of the codecs mentioned below.  

 G.729  

 G.711 A-law (Packet loss concealment (PLC) and no-PLC) 

 G.711 µ-law (PLC and no-PLC) 

 iLBC (20 ms and 30 ms) 

 AMR-NB 

Table 3.3 Properties of the encoding algorithms used in the real voice generator node 

Codec Sampling 

rate [Hz] 

Frame 

duration [ms] 

Input fr . 

[B]
 

Output 

fr . [B]  

PLC Output data 

rate [kpps] 

G.729 8,000 10 160 10 Yes 8 

G.711 (PLC) 8,000 10 160 80 Yes 64 

G.711 (no-PLC) 8,000 10 160 80 No 64 

iLBC-20 ms 8,000 20 320 38 Yes 15.20 

iLBC-30 ms 8,000 30 480 50 Yes 13.33 

AMR-NB 8,000 20 320 variable No 4.75-12.20 

Table 3.3 refers to the main technical specifications of the encoder-decoder applications used in 

the real speech generation module (see Section 3.2.5 for more details). Licensing details for all 

codec applications used can be found in Section 2.1.4.  
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Note that Speex algorithm is not included in the set of codecs implemented in the real speech 

traffic generator model. Speex controls the data rate based on the statistical properties of the 

original analog audio file (see Section 2.1.3 for more details). In order to integrate Speex to the 

real speech traffic generator model, the input audio file needs to be encoded before the 

simulation starts and the frame size for each frame extracted from the encoding process. This 

procedure implies that modifications need to be applied to the Speex encoder source code to 

ensure that an ASCII file containing frame size for each speech frame is generated along with 

the encoded audio file. However Speex is a free and open source codec, the source code for the 

implementations available do not compile successfully in any of the compilers attempted. The 

inclusion of Speex algorithm to the real speech traffic generator model will be suggested in 

Section 5.3 as future work to this thesis.     

3.2.2 Playout buffer (De-jitter buffer)  

The E2E delay of packet transmission is of paramount importance in the implementation of a 

voice network. Adequate QoS must be maintained. Authors in [92] define jitter as ña measure 

of time between when a packet is expected to arrive to when it actually does arriveò. The main 

cause of jitter in packet switched network is determined by the queuing variations and caused 

by the randomness of network traffic. In addition, the nature of a packet switched network 

implies that packets of the same stream can traverse the network using different paths, the less 

cost paths according to the routing algorithms used and the present network loads. The fact that 

packets arrive out of sequence is a common problem that nodes involved in real-time traffic 

have to face in packet switched networks.  

The most common approach to removing jitter is a playout buffer, sometimes called jitter or de-

jitter buffer. The playout buffer is implemented in the node where the media will be played and 

sometimes in intermediate media gateways. It could be hardware or software (embedded in the 

decoder) implemented. The principle of de-jitter using a buffer consists in holding the packets 

long enough as to permit the slowest packet to arrive in time. It can be understood as adding a 

tolerance to the expected arrival time, solving at the same time the problem of out of sequence 

packets.    
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Reports [93, 94, 95] can be found on the subject of playout buffer size optimization. Defining 

the optimal buffer size deals with the conflicting goals of minimizing overall delay and 

removing jitter. The bigger the playout buffer the larger the jitter values that can be 

compensated but this occurs at the cost of increasing the total E2E delay with a direct impact in 

the conversational interactivity. In the reviewed literature, the universally accepted way to 

approach buffer size optimization seems to be focused in dynamic playout buffer size. Some of 

these optimizations algorithms have yield better results depending of the jitter level, i.e., some 

will work better in low jitter conditions and some others perform well for severe jitter 

environments.  

For this thesis, only constant buffer size is available in the client node and it is defined as a user 

input parameter. Also, the buffer size is defined as the duration in milliseconds that the audio 

frames are delayed before they are accepted as received. Depending on the codec, more 

specifically on the nominal frame duration of each codec, a conversion is made from time in 

milliseconds to number of frames to be compensated. For instance, if the playout buffer defined 

is 100 milliseconds, for G.729, 10 frames will be stored in the buffer before they are played 

out; for AMR-NB, only five frames are compensated and for iLBC-30ms, only three frames are 

stored before playing them out (see Appendix A for more details) .    

3.2.3 General operation of the simulation of real speech traffic generation in 

OPNET 

The present section will discuss the procedure followed in order to integrate real voice to an 

OPNET simulation. Appendix A presents a detailed description of the real speech traffic 

generation node implemented in OPNET.  

For simplicity of the thesis, it will be assumed as irrelevant to the research the manipulations 

with headerless (RAW) audio files; e.g., obtaining RAW audio files, playing back a RAW 

audio file, etc. 

As for the background traffic generator, a very important component of the simulation of the 

real voice traffic generator lies on the procedures to find the frame size and the frame duration 
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for each codec simulated. Two different methodologies are used to perform such a task. Their 

difference is associated to the nature of the output data rate.   

Real speech traffic simulation for fixed data rate codecs 

The simulation sequence and principles for the integration of voice data encoded using one of 

the fixed data rate algorithms integrated to the real voice traffic generator node will be 

explained step by step in the current subsection. Interaction among the integral modules is 

clearly depicted in Figure 3.8.  

1. The first step of the simulation is the definition of the simulation attributes by the 

modeller. The following parameters are defined at this stage: 

1.1  It is assumed that one of the following codec/modes is selected: G.729, G.711 A-

law (PLC or no-PLC), G.711 µ-law (PLC or no-PLC), iLBC 20ms or iLBC 30ms. 

The selection of the codec will univocally define the input frame size, encoded 

frame size and frame duration (see Table 3.3).  

1.2 Also, in the pre-simulation settings, the size of the playout buffer in the client node 

will be defined (see Section 3.2.2).  

1.3 The name of the real audio file is specified.  

1.4 The IP address of the destination node is entered.   

2. Using information from Table 3.3, which matches codec type with input frame size, the 

number of audio frames to be simulated is obtained from the original RAW audio file 

(see Appendix A for more detail). 

3. As many frames as obtained in step 2 and with size equivalent to the encoded frame 

size as specified in Table 3.3 are sent through the simulated network to the destination 

IP address specified in step 1.3. Each packet is potentially exposed to latency, jitter and 

packet loss. Note that real data contained in the audio file is not used in the simulation, 

only the size of the frames is simulated and dummy frames are transmitted. 
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Figure 3.8 Block diagram of the real voice simulation in OPNET for fixed data rate codecs 

4. Depending on the simulation configuration all or some frames will arrive to the client 

node. Furthermore, for the client node, not all the frames that arrive are considered 

received. For a real-time stream, the latency of the packets is critical; if a packet arrives 

at a later time than the instant when the decoder is supposed to process it, the frame or 

frames contained in the packet will be dropped. The client node will define if a frame 

that arrived is considered received based on the size of the playout buffer specified in 

step 1.2, the frame duration and the arrival time of the first frame (see Appendix A for 

more detail). The client node generates an ASCII file that contains the precise 

information of whether each frame was received or not. This file will be referred to 

from now on as traffic mask.    

5. Also in the client node, calculations of MOS are performed as the frames are received. 

E2E delay is calculated from the timestamps in the frames and packet loss rate is 

updated as the simulation progresses (see Appendix A for more information).  

6. At the end of the simulation a report ASCII file is generated containing the following 

information: selected codec, number of frames transmitted by the real voice traffic 














































































































































