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Abstract

In order to overcome the known challenges (i.e., latency, jitter, packet loss, and etc.) of
transmitting multimedia traffic over a packet switched network, careful network planning needs
to take pace. Existing simulation platforms, particularly for VoieerdP (VolP) simulations,

have available a limited selections of speech encoding algorithms. The primary objective of this
thesis is the creation of a tool aimed at supporting the planning and design phases of packet
switched networks carrying voice triaffwhile considering realistic and current network
conditions and simulation features. More specifically, this thesis focuses on the creation of a
speech background traffic generation models with the purpose of generating traffic that follows
the behaviourof a number of speech encoding algorithms. Also, a model to integrate real
speech to the VolP simulation is offered. Lastly, objective and subjective speech quality

assessment methodologies are implemented.



Acknowledgements

To my wife Rachel Jane for giving me the initial impulse and courage to face this challenge,
and for the support throughout, thank you very much.

| am very grateful to my lovely kids, Caleb B. and Gaby Lou for having decided to arrive to
this world withinthe frame of this degree. They have made this journey interesting and lively
and diverse.

| am grateful to my thesis supervisors, Professors Maktil&ire, ChungHorng Lung for their
support and advice. Also, | am grateful to Professor loannis Lambddarhis invaluable
expert advice.

To my parents, for having always being there, because you are now here, thank you very much.

| am grateful to my friend Victor, for being the Toronto office of my simulations and for

listening. To Frank, for all the maeents together, | am grateful.

Finally, | acknowledge the financial support frdtathematics of Information Technology and
Complex SystemgMITACS) and Cistel Technology Inc. towards the completion of this
degree.



Table of Contents

Y 0111 = Vo TR ii
ACKNOWIEAGEMENTS ... e ee e v
Table Of CONTENTS........oooiiii it reeeeeeeaaeeeeeessmmmeeneeneees V
IS 0 T USSP Vil
IS 0 1= o] PP PP PPTPPR X
LIST OF ACTONYIMS ...ttt ettt e e e e e e e e e et e e e e e e e e e e e e e e e e a e mnne e e e e Xi
Chapter 1 INtrOAUCTION ...ttt eeeei e eeer e e e e e e e e e e e e e e e s e nmmnas 1
I 0] o] =T g ] = =1 0 1T o) USSR 3
1.2 Research ODJECHIVES.........oooiieeiie e et a e e e e e e e e aan 6
1.3 Main CONtriDULIONS......ccoiiiiiii i eeee e enees bbbt eeeeeeeeeean 7
1.4 TRESIS OULINE ..ot e e e e e e e e e e e e e e e s smmeeeeeeeas 7
Chapter 2 Related WOTKS........uueiiiieiiiiieee e 9
2.1 Study of speech encoding algorithms and feasibility of integration to a sonulati
012 V(0] ¢ o o T PR 10
2.1.1 General characteristics of audio COmMPression CAUECS.............uevvviieeeeeeeeeernnnnns 11
2.1.2 Fixed data rate speech encoder algorithms...........coooiiiemiiii e 12
2.1.3 Variable data rate speeamiicoder algorithms...........coovviiiiiiiieeeiiieee e 14

2.1.4 Study of the feasibility of integrating encoding algorithms to a simulation platfb®m
2.2 Study of Speech Quality Assessment Madels.............coooviiiieeeie, 22
2.2.1 Understanding VoIP Quality Assessment Madels...............oooeiiceeiiiiiiiiinnnns 23

2.2.2 Description of relevant speech quality assessment models for VoIP systems.27



Vi

2.2.3 Selection of the speech quality assessment mumeéftgegrate to the simulation

[0 F= L8 {01 1 0 1P 37
Chapter 3 VoIP Simulation Models and OPNET Implementations....................... 40
3.1 Speech background traffic generation............cccccoveiiieeeiiiieee e, 40
3.1.1Available encoding algorithms and parameter calculations..............................41
3.1.2 Analysis of the number of speech frames per packet attribute......................... 51
3.1.3 Computation of the voice payload Siz€e...........ccccoeveviieeeeiiiiieeee e, 54
3.1.4 Background traffic scalability method...............iie e, 56
3.1.5 General operation of the simulation of speech background traffic generation in
L0 ] AN | U UPPPUPPR 57
3.2 Simulation of real speech traffit OPNET...........cccceiiiiiiiiiiiiiieeeiciieeee e 61
3.2.1 Encoding algorithms used in real speech simulation and licensing.details..... 62
3.2.2 Playout buffer (Dtter DUTTET)............uuiiieeeeeeee e 63

3.2.3 General operation tife simulation of real speech traffic generation in OPNET..64

3.2.4 Objective speech quality assessment..............coevevvveeecevnnnninnncsiessssssssmmeeeeeen /O
3.2.5 Subjective speech quality assessment............c.oeeeeeeeeevvvvvvvvvieiniiiiiiiinniinnne e U4
Chapter 4 Model Validation and Simulation Results Analysis...............cccccvvveeeeea 78
4.1 Validation of simulation Models...........ccooooi e 78

4.1.1 Validation of traffic generation models for fixed data rate encoding algorithms/9
4.1.2 Validation of traffic generation model for AMRB encoding algorithm................ 82
4.1.3 Validation of traffic generation model for Speex encoding algorithm............... 85

4.2 Code@acket loss concealment evaluation and playout buffer optimization87

4.3 Simulation of a real life SCENAKIO.......cuoie e 92

4.3.1 Deploying VolIP within a single offiCe............oooiiiiiieee e 92



Vii

4.32 Deploying VoIP across several branch offiCes.........ccccceviiiiiiicccniiiieeiiieieeee 100

4.3.3 Deploying VolP across several branch offices. Solutions to low MOS and high

LT ATY o g S o=V N o ] o] F=T o 1= 103

4.3.4 Deploying VolP across seveflalanch offices. Performance analysis using real

INtErNet traffiC trACE. ........viii e 110
Chapter 5 Conclusions and Future Work..............c.uuuuuiiiiiiiieemiiiiiiiiieeeeeeee e 115
5.1 Summary of thesSiS..........uuuiiiiii et 115
5.2 SUMMArY OFESUILS........ccooiiiiieiii et e e e e e e e e e 115
5.3 Suggestions for future researCh................ovvviiiicee i 116
REIEIENCES. ... e e 117
Appendix A New Nodes Added to OPNET..........coooriiiiiiiiiiiiee e, 128

Appendix B Using the Baclground Traffic Generator node, the Real Speech
Traffic Generator Node and the Client Node in an OPNET Simulation............... 136



viii

List of Figures

Figure 2.1 Speech quality assessment MOdEIS..........cccuiiiiiiiieeeiiieceeee e 24
Figure 3.1 Probability Density Function for the random variable Speex frame. size.........49
Figure 3.2 Autocorrelation function of the Speex frame size random variable.................. 50
Figure 3.30btaining the Innovation Function in TEStool for Speex Q2 frame.size.......... 52
Figure 3.4Effects of the increase of the number of frames per packet................ooo e 54
Figure 3.5Structure of thapplication layepacket..............ccoooi i e 55
Figure 3.6 Operation of Voice background traffic generator..........ccccccoviimmmniiiiiieeneeeenn. 58
Figure 3.7 Traffic generation chart for each of the encoding algorithm groups................. 29

Figure 3.8Block diagram of the real voice simulation in OPNET for fix data rate cadecs66

Figure 3.9Block diagram of the real voice simulation in OPNET for AMIB codec............ 68
Figure 3.10ITU-T G.107 Delay Impairment model.............cccuiiiiiiieemiiieeeeeeee e 73
Figure 3.11MOS calculations based onrBodel implemented in the client node................74

Figure 4.1 Structure of a voice packet considering the contribution ofratbpols involved...79

Figure 4.2 Simulated bandwidth usage in an Ethernet link.............cccooviiemniiiiiiiinnneeeen 81
Figure 4.3 Variations of the simulated AMIRIB frame size with the M2E delay.................. 83
Figure 4.4Detailed view of the frame size adjustment procedure for AUR..................... 84
Figure 4.5TEStool screeshot. Empirical data am@PNET simulated Speex Q2................ 86
Figure 4.6 TEStool screen ShAPEeXQ2. ......cooiiiiiiiiiiiiiiee et rmmee e 87
Figure 4.7 Topology used in the codec performance evaluation..................ccceeveeeeeenennd 88
Figure 4.8 Evaluation of codec performance at constant network conditions................... 89
Figure 4.9MOS as a function of the playout buffer size and the average jitter................. 92
Figure 4.10Network topology of a small office Ottawa. Data traffic.......................cceee 93

Figure 4.11Network topology of a small office OttawBata and voice traffic...................... a5



Figure 4.12MOS and Link utilization for G.711, G.729, AMR and iLEBDms codecs......... 97
Figure 4.13MOS and Link utilization for G.711, G.729, AMR and iLBBDms codecs......... 98
Figure 4.14 Network topology. Toronto office and Ottawa offiCe............cccccviiiiccennnnn. 100
Figure 4.15 Office NEtWOIrK tOPOIOGY........iiiiiiiiiieiiie e 100
Figure 4.16 MOS and Link utilization for G.711, G.729, AM&hd iLBG30ms codecs....... 102
Figure 4.17 NetWOrk tOPOIOgY. .. ..uuuriruiiiieiiiimmme e e e e e e et e e e eee e s s 105
Figure 4.18 MOS and Link utilization for G.711, G.729, AMR and iLER®Dms codecs....... 106
Figure 4.19 MOS andLink utilization for G.711, G.729, AMR and iLBB0Oms codecs....... 109
Figure 420 MOS and Link utilization for G.711, G.729, AMR and iLEBDms codecs....... 110
Figure 421 Network tOPOIOGY. .......uueeiiieeiiiiiiitieeeiite et e e e e s s nenss e e e e e e e e e s nenbeeennens 111

Figure 4.2 PDF of the E2E delay measured from a Toronto location to Carleton Univelsig/

Figure 4.2 MOS and Link utilization for G.711, G.729, AMR and iLEZ®Dms codecs....... 113



List of Tables

Table 2.1Bit rate modes fOr ILBC..........ooiiiiiiiiiiee et 14
Table 2.2Available Modes fOr ITUT G.727.........ccooiiiiiiiiiiieieeeee e 15
Table 2.3Bit rate modes and their associated bandwidth for ANMBRcodec................ccuvee... 16
Table 2.40peration modes for EVCR COUEL..........ovviiiiiiiiiiiiiiiiee e eeeeiiiiees 17
Table 2.50peration modes for Speex narrowband cadec.............ovvvvvvieeeeieiiieeieeeeeeeeee, 18
Table 2.6Absolute Category Rating (ACR) SCAIES.........cevvviivieiiiiieee e eeeeies 28
Table 2.7DegradatiorCategory Rating (DCR) SCale...........ccccuviiiiiiiieeeiieeeeeeeiieee e 28
Table 2.8Comparison Category Rating (CCR) SCale...........cooiiiiiiiieeciiieeeeeeeeeiieeee 29
Table 2.9R-factor t0 MOS MAPPING ....uuuuiiiieieiees i es i e ee e e e e ee e rrrrr s e s e e e e aaeeaaaeaaaens 35
Table 3.1Frame size and frame duratiar fix data rate COdecs...........ccuvvevvieiiriccceeeniiiies 41
Table 3.2Threshold M2Evaluesfor AMR codec and the resulting frame sizes.................. 46

Table 3.3Properties of the encoding algorithms used in the real voice generator.node...62

Table 3.4Curve fitting parameters for calculation of le................co oo L2
Table 4.1Predicted bandwidthequirementén an Ethernet link................ooo oo 81
Table 4.2Predicted AMRNB frame sizeébased on the E2E delay.............oooeveiiiiieennninnnnn. 84
Table 4.30ptimum plyout buffer size as a function of jitter for G.729 cadec.................... 90

Table 4.4Characteristics of data traffic inside small office in Ottawa............ccveenveenveeean.. 94



Xi

List of Acronyms

3GPP
3GPP2
ACR
ADPCM
AMR-NB
CCR
CNG
CSACELP
DAM
DCR
DS1
DS3
DTMF
DTX
E2E
EVRC
FTP
GIPS
GSM
HTTP
iLBC

3rd Generation Partnership Project

3rd Generation Partnership Proj@ct
Absolute Category Rating

Adaptive Differential Pulse Code Modulation
Adaptive Mult-RateNarrow Band
Comparison Category Rating

Comfort Noise Generation
ConjugateStructure Algebrai€CodeExcited LineafPrediction
Diagnostic Acceptability Method
Degradation Category Rating

Digital Signal 1

Digital Signal 3

Duaktone Multifrequency
Discontinuous Transmission
Endto-End delay

Enhanced Variable Rate Codec

File Transfer Protocol

Global IP Solutions

Global System for Mobile Communications
Hypertext Transfer Protocol

Internet Low Bitrate Codec

Internet Protocol

Information Technology

International Telecommunication Union
Interactive Voice Response

Local Area Network

linearpredictive coding

Mouth-to-Ear delay

Modulated Noise Reference Unit

Mean Opinion Score

MOS conversational quality



MOS-LQ
MTU
OH
P.VTQ
PAMS
PAQM
PCM
PESQ
PLC
PLP
PPP
PSQM
PSTN
QoS
RTCP
RTP
SID
TCP
TES
UMTS
VAD
VAR
VolP

MOS Listenerb6s quality

Maximum Transmission Unit

Overhead

Pasive Voice Transmission Quality
Perceptual Analysis Measurement System
Perceptual Audio Quality Measure
Pulse Code Modulation

Perceptual Evaluation of Speech Quality
Packet Loss Concealment

Pereptual Linear Prediction
Pointto-Point Protocol

Perceptual Speech Quality Measure
Public Switched Telephone Network
Quality of Service

RealTime Control Protocol

RealTime Protocol

silence descriptor

Transmission Control Protocol
TransformExpandSample

Universal Mobile Telecommunications System

Voice Activity Detection
Variable Rate

Voice over Internet Protocol

Xii



Chapter 1

Introduction

The data network has become a critical resource in most modern business models. Network
design and planning stages require precise observation to ensure business continuity by
achieving high levels of network and application flexibility. The Informaticm tBat we are all
immersed in has brought new challenges to the network design problem. With hundreds of
coexisting protocols and technologies, running from the application level to the physical layer,
the task of network and application optimization haswg to be far from trivial.

In recent years, as data networks evolve, several of the traditional telecommunications services
have adapted to become part of a digital convergence phenomenon. Radio broadcasting,
television and telephonservicesare amongthe most obvious examples of such services.
Converged networks integrate voice, video, and data tratfific a single network[1].
Numerous advantages can be construed from the centralized nature of this model; some of the
most relevant to the integratioof multimedia applications to a converged network are

mentioned below.

e Very efficient use of the data bandwidth, equipment and transmission lines. The ability
to transmit more than one telephone call and data over the same broadband connection.

e As a canmon infrastructure is used for media and data traffic, the transmission costs
are considerably lower when compared, for instance, with the traditional Public
Switched Telephone Network (PSTN).

e Having one network hosting several services makes possibtssolidate all network
expenses.

e The support and maintenance of the provided services simplifies considerably by
having fewer systems to interconnect and manage.

¢ Implementing value added features to the basic telecommunication services becomes a

simpler task when supported by a unified network structure. Service providers and



corporate entities will observe an increased in revenues from implementation of new

services.

Although the numerous and significant advantages offered by the integration of sanvice
unified converged network, some disadvantages can also be spotted. The first effect of adding
services to the existing data network is that the volume of data traffic will increase. The result
of this boost in the traffic volume will affect the dataffic in the form of additional delay and

this effect should be carefully analyzed and corrected when possible. Most data transmission
services will operate over Transmission Control Protocol (TCP) ensuring that all packets arrive
at their destinatiog, even if retransmission is required, examples are email and File Transfer
Protocol (FTP).

Multimedia applicationsmore specifically Voice over IP (VolP) applicationsquire by nature

a strict synchronism and stable traffic flow between communicatidpaénts. Traditionally,

audio and video have been transmitted in a conneotiented environment, ensuring very

high levels of quality and reliability. For instance, conventional PSTN has operated with a
standard of offering 99.999% uptime, which is sbomemes ref erred as Afi ve
[2]. The biggest challenge of using a packet switched network as the support for media services

can be summarized as transmitting conneetioented applications over a connectionless

network while maintaining msonable levels of quality and reliability.

Unlike the transmission of data where control protocols like TCP can be implemdrged, t
transmission ofreattime serviceover a packet switched network presents more complex
challenges than just increasketransmission delayfetransmission of packets is not a suitable
flow control mechanism when latency and -ottorder packet arrival are critical network
impairments that affect media applications. Packet loss becomes then an extra burden for the
multimedia applications to bear. Furthermore, the variation of the total delay in time,
commonly referredo as jitter, is also comprised among the most harmful network impairments

to affect quality of media transmission.

The rest of this chapter is organized dfofe. In Section 1.1the limitations of existing VolP
simulation platforms and research will be discussed. Also, the problem statement for this thesis

is discussed. Ifsectionl1.2, the objectives of the research are presente8edtionl.3, the



main conributions of this research are outlined wilection1.4 discusses the structure of the
rest of the thesis.

1.1 Problem Statement

Countless effogand research have been invested in adjusting the packet switched networks to
efficiently hostVolP traffic. Hardware and software solutions are now part of a myriad of
improvements scattered all over the network and its different layers with the sole purpose to
accommodatspeechraffic. Network nodes have been completely redesigned, more powerful
andcomprehensive audio and video encoding algorithms eXig],[ Quality of Service (QoS)
protocols are now implemented as part of the firmware in nodes and endpoint hardware,
various optimization algorithms developed to deal with buffer size and routhmemes. In
addition, different standards have been created to effectively measure and predict the perceived
quality of audio and video.

In order to overcome the known challenges of transmittaige traffic over a switched packet
network, careful networklanning needs to take pace. The prediction of the intricacies of the
existing interrelations between the abovementioned factors has become an extremely difficult
task; hence, the necessity of powerful simulation platforms capable of encompassing as many

realistic factors as possible.

Commercial network planning platforms

VolP is currently an integral block of the majority of commercial network planning models and
platforms. The main ambition of such tools is to create a link between preQictdvel and
network planning/designing decisions. Results should enhance the ability of organizations to
predict, avoid, and lessen the effects of network and application functional interruption and the

capacity to adapt the network to rapidly changing businesfitamrs.

One of the most powerful tools in the network R&D environment is indeed OPNET Modeler by
OPNET Technologies, In¢5]. In spite of its versatility, the standard libraries of OPNET
Modeler provide little support to VolIP traffic analysis. The sé&ecbf speech algorithms

provided is incomplete améstrictedto constant rate algorithms.



Furthermore, two other commercial tools were surveyed. The first one is CISCO Network
Planning Solution 2.16] by CISCO Systems Inc7]. This tool is extremelygwerful and it is
based on OPNET technologies. However, for the purpose of general regeesohbe found

that its performance is limited:he main focus of this platform is frovide traffic growth,
consolidation, and migration support to existingwarks, with emphasisn encouraging the
utilization of CISCO hardware solutions. &ddition, using the available documentation for
CISCO Network Planning Solution 2[8], no improvement to the OPNET standard VolP

libraries could be spotted.

The seconddbl surveyed is Vivinet Assessf] by NetlQ[9]. This tool, in conjunction with
Vivinet Diagnostics 2.3 10], has the main purpose of assessing the readiness of existing
networks in supporting VolP traffic. Througdjkie analysis of the network, reporteeagenerated
showing a predicted behaviour of VolIP calls and hypothetical scenarios. When tested on a real
network it was found thatit only supports Avaygd11], CISCO and Nortel J2] Internet
Protocol (P) phones and more importantly, the platform only supports constant rate speech
encoding algorithms; namely, IFO G711 [13], ITU-T G.723.1 (5.3 kbps)1{], ITU-T
G.723.1 (6.3 kbpsi], ITU-T G.726 (only 32 kbps)LF] and ITUT G.729 [L6].

Researchm the field of speech quality prediction orientéd network planning and design

Beyond the commercially available tools, abundant research has been performed in the field of
assessment and prediction of speech quality over packet switched networksllHitenature

reviewed on the subjecthe two most complete works will be briefly discuss8tiowing a

truly wide range of points of view to the spee
for Voice over InterneP r o t 01 ocolveds ndvel algithms to assess quality of speech, play

out buffer optimization techniques while usiognstant rate and variable rate speech codecs.
Limitations of this work were found to be related in the first place to the poor analysis involved

in the selection of # conditions in which the test beds were implemented. Also, from the very

important group of variable rate speech algorithms, only Adaptive {Ralg algorithm

(AMR) [18] has beemnalysedvith some bandwidth adjustment restrictions.

The workpresentedn [19] Al mpl eanfe nd anétowor Kk si mul ator supp
the design of a network simulation platform done in Java programming language. While the

design of a platform from scratch provides the advantage of complete flexibility in the



implemenation of traffic, link and node models; to provide a comprehensive set of networking
hardware and network technologiesigery difficult task to achieve. A tangible limitation can

be observed when comparing the specifications of the simulation platiesoribed in[19]

with OPNET ¢€omprising hardware from more than 20 manufacturers and ovdiffégent
network protocols Finally but more importantly, no analysis is provided as to the effects of the
utilization of different speech algorithms and thkesion of the correct background traffic for
the experiments.

For the particular case of audio and video traffic, many attempts have been made to create
models that objectively assess the quality of a media received at the end of a communication
channé More precise and adaptive objective speech guality assessment models are developed
[20, 21]; however, all of them use the subjective measurement of speech quality as reference
While every commercial and research test bed surveyed offers some fohjecifve speech

guality assessment, all of them fail to provide the possibility of subjectively assessing the

guality of speech in a simulation environment.

Summarizing, it was noticed that in every commercial product and research work surveyed at

leasttwo of the following deficiencies were present.

e Lack of support for variable rate speech algorithms. Variable rate speech encoding
algorithms are currently in wide use in all voice networks. Variable rate codecs adapt to
the impairments of the transmissiehannel optimizing bandwidth utilization while
minimizing packet loss and in some cases jitter. A platformititexidsto comprise the
preseniday state of VolP communication has to include analysis of variable rate
speech codecs.

e Limited selection of tk conditions in which the experiments are performed, mainly
background traffic relevant to voice networks. The comprehensive study of the
environment in which an experiment is performed is vital to its success. Multiple
factors determine the quality of s transmitted over a packet switched network
Furthermore the interaction between these factors is in most cases dynamic, complex
and of contradictory nature. For a speech quality study, the correct selection of the
parameters in which the experimertatis conducted can drastically affect the results

obtained, possibly leading to wrong conclusions. To pay attention to the soundness and



validity of the conditions in which the measurements are performed is of paramount
importance.

e Limited to objective peech quality assessment models. The possibility of injecting real
world traffic to the simulation can be used to determine the correctness of the
assumptions, parameters and general structure of the simulation model. Besides, it
provides the modeller witmore reliable quality information than any other objective

assessment model could.
1.2ResearchObijectives

The main objective of thishesis is the creation of a simulation platform aimed to support the
planning and design phase of packet switahetevorks carrying voice traffic while considering
realistic and current network conditioasd simulation features. More specifically, the thesis
aims to accomplish the following:

e Survey of existing network planning and simulation platforms orientedpjmosuvoice
traffic over packet switched networks. Study of speech codecs and speech quality
assessment models.

e Creation of simulation models relevant to the simulation of VolP traffic.

e Creation of a speech background traffic generation models. Backghaificl
should include constant and variable bit rate speech encoding algorithms as well
as being scalable.

e Creation of simulation models that allow the integration (injection, collection
and playout) of real speech data to the simulation. Encoding cdudal should
allow for constant and variable bit rate algorithms. This feature enables the
utilization of subjective speech quality assessment models.

e Implementation of the simulation models in OPNET Modeler.
¢ Implementation in OPNET Modeler of ambjecive and norntrusive speech
guality assessment methodology
e Validation of all new added features to OPNET platform through the design of
simulation experiments and results analysis. Study of the impact of various design

variables on the objective and sedijve quality of speech.



1.3 Main Contributions
The main contributions of the thesis are:

e First, the thesis presents a generic OPNET model which can generate traffic that
follows statistical behaviour of a number of speech encoders. The purpose @ such
model is to provide relevant background traffic shape to VolP simulations. Several fix
and variable data rate encoding algorithms (G.729, G.711, iLBC, Speex and AMR) are
included in the codec choice for the modBased on this, the following refereed
conference paper is currently under review.

Rabassa, A., SHilaire, M., Lung, C:H., Lambadaris, 1., Goel, N. and Zaman, M.
"New Speech Traffic Background Simulation Models for Realistic VolP Network
Planning"

e Second, an OPNET model that introduces reaésp data to the simulation, allowing
the subjective assessment of such data, is presented. An audio file containing real
speech is encoded according to one of the available codec/mode (G.729, Gadl (A
p-law, PLC, nePLC), iLBC(20ms, 30ms), and AMR)nd then recovered on the
receiving end. The received and decoded file is played out to permit a subjective
assessment of the level of degradation introduced by the network.

e Third, an objective nointrusive speech quality assessment methodology is iméegra
to OPNET models. The-Eodel[22] (seeSectiors 2.2.2 and 3.2.4) is used to offer a
Mean Opinion Score (MOS) value to the simulated speech data; permitting to the
modeller to establish a relationship between perceived quality and objectively

measuredmeech quality.

1.4 Thesis outline
The rest of the thesis is organized as follows:

Chapter 2. Presents results of literature review and study of speech encoding algorithms.
Based on the characteristics of the algorithms and the goals of the thesispfacodecs is
selected. Similarly, a study is performed on relevant speech quality assessment models. An

analysis is offered to select the models to be included as part of the present thesis.



Chapter 3: Introduces the implementations of the backgrotraffic generation models, the
real speech traffic generation models and the client node. Detailed explanation of the utilization
of each model is provided. The OPNET Modeler implementation is emphasized.

Chapter 4: Presents simulations to validate thaffic generation models credteRealworld
topologies with emphasis in the extraction of design ideas from the simulation results are
discussed.

Chapter 5: A summary of the work performed is discussed. An overview of the simulation
results is presented?ossible ways to enhance the research presented in this thesis are

suggested.



Chapter 2

RelatedWorks

VolP refers to the integration of telephoservices with the growing number of otherld®sed
applications; aligital telephone service that uses the public Internet as well as pretaterks
instead of the traditional telephone netwofkVolP system simply converts analog signals
such as telephone calls into digital IP packets and distributes these pachss$slaternet or
any othempacketswitchednetwork.

VolIP is currently considered one of the most importaohnologies for telecommunications. In
addition to the cost reducticachieved by enabling telecommunications resourcdse tased

for multiple puposes,simplification of infrastructure through network convergence, and the
opportunity to provide new and programmable seryit&dP is expected to accelerate the
development of rich multimedia servic&&ome of the m&t obviouscharacteristics that mak

of VoIP a very popular telephony alternative are listed below

o Very efficient use of the data bandwidth, equipment and transmission lines. VolP
technology allows the transmission of more than one telephone call and data over the
same broadband connectioAdditionally, speech can bencoed using different
algorithmsin accordance with channel capacity and quality requirements, permitting a
more controlled and efficient use of the channel.

e Generally, the cost of VoIP services is low when compared tiitmaal telephony and
features offered.

e Location independence. Only an Internet connection is needed to get a connection to a
VolIP provider or server.

e Integration with other services available over the Internet, including video
conversation, message ortaldile exchange in parallel with the conversation, audio
conferencing, managing address books, and naotification of availability

e Advancedtelephony features such as call routing, screen pops, and Interactive Voice

Response (IVR) implementations are easred cheaper to implement and integrate.



10

The rest of Chapter @ill presenttwo studiesrelevant to the development of a simulation
platform aimed to assist with the planning and design stage of networks carrying VolP traffic
Section 2.1 offers a compratmve study of fixed and variable data rate speech codecs and
explores the feasibility of integrating each algorithm to the proposed simulation tool. Section
2.2 presents a survey on speech quality assessment models. Also, an assessment of the viability
of integration to the simulation platform proposed is discussed for each model.

2.1 Study of speech encoding algorithms and feasibility of integration to a

simulation platform

In digital communicationsthe transmission of audio, more specifically voicas lchallenged
engineers and researchers for many years. Initiadbtjvated by military research for secure
military radios, where very low data rates were required to allow effective operation in a hostile
radio environment.Later, thesetechniques weravailable through the open research literature

to be used for civilian applications, allowing the creation of digital mobile phone networks with
substantially higher channel capacities than the analog systems that preceded them. More
currently, with the dvelopment and expansion of the Internet and computer networks in
general, the need for efficient algorithms offering higlice quality at low data rates has

increased dramatically.

The word codec is a portmanteau of the words comprelesmmpressor omost commonly,
coderdecoder. An audio codec is a device or software that compresses/decompresses digital
audio data according to a defined algorithm. Plenty of research has been done with the
objective to improve the existing encoding/decoding algoriti@ngeria as the quality of audio

as perceived by humans, data rate and adaptability to channel bandwidth have been the main
motivations in this fieldExamples of reent research in this areae introduced in[23] and

[24], bothstudiespresented in 2008

In the current section, a survey of the principles and technical specifications of the most
popular codecs currently used will be presented. The surveyed encoder algorithms will be
assessed based on popularity and feasibility of being integrated imthati®ntool proposed

in this thesis.
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2.1.1 General characteristics of audio compression codecs

In general, digital data can be compressed in a lossless manner, where the original information
can be recovered completely from the encoded version. Adsey compression can be
implemented where in the codification process part of the original information is discarded

according to a certain algorithm.

Lossless coding offers little compression for digital audio and speech data. For a lossless codec
applied to digital audipthe size of the output file is approximately 60% to 80% of the size of

the original data where using lossy transformations output size can be 5% to 20% of the
original one, maintaining in most cases an acceptable perceived qualite. iffmrtantly, we

have that the compressed stream generated by a lossless audio encoder has a variable non
predictable data rate. Each second of audio can potentially occupy a different number of bits in
the stream depending on the statistical naturee$dalind R5]. Consideringhat bandwidth is

one of the most important criteria to assess the functionality of an arbitrary encoding algorithm,
the unpredictability of lossless encoders is not a desired effect for voice transmission; leaving
lossy codecs ashe best options. From this point on, all encoders mentioned are lossy

algorithms.

A codeccan be described through a set of parameters which defines its behaviour. The main
codec attributes areit rate speech quality, quality degradation due to netwnompairments,
algorithmic and processing delays and computational error. Generally, good performance for
one of the attributes leads to poor performance of the others; the interrelation is mainly
governed by fundamental laws of information theory and esthdgy the algorithm used. The
present section will focus on the properties of the encoder algorithms related tobitutpte

and its control.

The data rate of a speech codec is generally measured as the average number of bit transmitted
or generated imne second. Fix rate codecs use the same number of bits to encode a block of
speech while variabldit rate codecs vary over time. Based on the concepts and ideas
established by standard telephony communications, where a fix amount of resources is
allocatel to each conversation during its completeation (circuit switching), there are a

number of standardized fix rate codecs. Examples of such algorithms are the commonly used
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ITU-T G.729 p6|, ITU-T G.711 P7] and Internet Low Bitrate Codec (iLBC2§. In more

modern circuit switched networks, like cell phone networks, speech codecs may have a number
of modes, each mode with a different and fixed rate. Some authors do not consider this last type
of codec as true variablbit rate codecs 25], examples will be analyzed in thihesis
Ultimately, in packet switched communication networks, Hwthrateand packet size can be
variable which leads to a more elaborated approach to variable rate codecs. For hiariatae
codecs, the number of biused to encode a speech block is variable and can be adjusted on a

frame by frame basis.

2.1.2 Fixed data rate speech encoder algorithms

Fixed output data rate speech encoding algorithms are still very common in voice
communications. The simplicity aheir implementation, low processing requirements and

finally historical reasons account for their popularity.

Tens of fixed data rate encoding algorithms could be analyzed; however, for the purpose of the
present investigation and considering the sintiess among different algorithms, only three

representative ones will be presentédr1l, G.729 and iLBC.

ITU-T G.711

Pulse Code Modulation (PCM) of voice frequencies, International Telecommunication Union
(ITU) [29] Recommendatios.711 [L3] wasfirst released for usage in 1972 by the). G.711
algorithm was profusely used in telephony, nowadays; it is included in almost every voice

communication service and product.

G.711 uses a sampling rate of 8000 samples per second, with the tolerance on3bgbaete
per million (ppm [13]. Non-uniform quantization (logarithmic) with 8 bits is used to represent
each sample, resulting in a 64 kbps congtéintate There are two slightly different versions;
e-law, which is used primarily in North America addpan, and Aaw, which is in use in most

other countries outside North America.

G.711 encoding algorithm does not introduce labkad delay (this parameter will be
discussed in Chapter 3). ITU G.711 Appendix | [30] defines a Packet Loss Concealment
(PLC) algorithm and Appendix 11I31] a Discontinuouslransmission (DTX) algorithm which
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uses Voice Activity Detection (VAD) and Comfort Noise Generation (CNG) models to reduce

bandwidth during silence periods of the conversation.

ITU-T G.729

ITU-T G.729 [26] becamea standard in 1996, it is an algorithm for the coding of speech signals
at 8 kbit/s usingConjugateStructure AlgebrakCodeExcited LineatPrediction (CSACELP).

The encoder is designed to operate with a digital signal obtained by first perfptaigphone
bandwidth filteringof the analogue input signal, then sampling it at 8000 Hz, followed by
conversion to 1it linear PCM. The output of the decoder should be converted back to an
analogue signal bgimilar means 26]. Detailed operation afhe encoder and decoder process

can be found inZ€] in clauses 3 and 4.

The output frame size of the encoder is 10 bytes and the frame duration is 10 milliseconds. The
output bandwidth of the encoder is 8 kbps. In G.729, a 5 millisecondaloekd is
implemented (this parameter will be discussed in detail in Chapter 3) aocdntipéexity of the
algorithm is rated at 15, using a relative scale wiiEl1[13] is 1 andG.723.1 [14] is 25.

More than twelve annexes have been added to the original IELY29 R6] standard. In some

of these annexesew functionalities are descrithéncluding but limited to variable bit rate and

DTX.

Table 2.1 Bit rate modes for iLBC R§|

Codec mode Frame size [bits] | Output bit rate [kbps]
20 ms 304 15.2
30 ms 400 13.3

iLBC

Internet Low BitrateCodec R8] is a free speech narrowband encoding algorithm. Developed
by Global IP Sound, it is suitable for IP voice communications, audio streaming and file
archiving. The algorithm uses a bleridependent linegpredictive coding (LPC) algorithm

and supports twdasic frame lengths: 20 milliseconds and 30 milliseconds and a sampling

frequency of 8000 HzZl'able 2.1 showframe size and bandwidth for each mode.
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iLBC implements a packet loss concealment algorithm that exhibits a controlled response to
packet lossesimilar to that defined in Appendix | of @1 [30].

2.1.3 Variable data rate speech encoder algorithms

Variable rate speech codecs seems to go a long way in achieving flexibility to the channel
conditions and better utilization of the bandwidfor variable data rate algorithms, the
guantization indexes used to define the output data rate are obtained by meao&uy @ble

or computation. Having to compute or lookup the quantization index in real time implies a
considerable increase in thenaplexity of these codecs compared to fixed rate codecs, where
acquiring the quantization index is a trivial procedure. When it is considered that for current
technology and within certain boundaries, the efficient use of the bandwidth is a more relevant
problem than the increase of computational complexity, it is easy to conclude that variable rate

codecs present some advantage over fixed rate codecs.

The present section will focus on discussing the main attributes for severdleait rate
codecs andassessing the feasibility of integrating some of these codecs to a simulation

platform

ITU-T G.727

ITU-T G.727 [32] contains the specification of an embedded Adaptive Differential Pulse Code
Modulation (ADPCM) algorithms with 5 4-, 3- and 2bits pe sample; at rates of 40, 32, 24

and 16 kbps, respectively. As specified 82][ ITU-T G.727 codec is recommended for the
conversion of a PCM signal sampled at 8 KHz and sample size of 16 bits. A 64 kbps signal
obtained, such as those specified by {T&G.711 R7] shouldbe converted into 16 bit linear
PCM before encoding.

ITU-T G.727 is an embedded algorithm; embedded ADPCM algorithms are vavitléte
coding algorithms with the capability of bit dropping outside the encoder and decoder blocks.
This dlows bit reductions at any point in the network without the need of coordination between

the transmitter and threceiver.

Embedded ADPCM algorithms areharacterizedby (x, y) pairs wherex refers to the

enhancemenits andy refers to the coreits. In more detail,he difference betweethe input
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and the estimated signal is quantized into codewoodsisting of enhancement bits and core
bits. The core bitare used in the prediction process, both in the encoder adddbder, while
the enhacement bits reduce the quantizatranse in the reconstructed signal. Thus, while the
core bitsmust reach the decoder to avoid mistracking, the enhancéiteictin be dropped to
alleviatecongestior 33].

For a norembedded codec, when packets argvie an intermediate node in the route
encounter that the traffic exceeds the available transport capacity, packets are dropped causing
a considerable degradation in the speech quality. In the case of embedded codecs, the node has
the ability to drop somer all of the enhancement bits as a way to alleviate congestion without
dropping packets. The behaviour just described summarizes the main advantage of the

embedded algorithms.

Table 2.2 Available modes for ITUT G.727.Each pair (x,y) represents the (enhancemetits, core bits) [32]

Minimum data rate | Available modes | Maximum data rate
(5,2) 40 kbps
16 kbps 4.2) 32 kbps
(3.2) 24 kbps
(2,2) 16 kbps
(5,3) 40 kbps
24 kbps (4.3) 32 kbps
(3,3) 24 kbps
32 Kbps (5,4) 40 kbps
(4.4) 32 kbps

For ITU-T G.727 he four embedded ADPCM rates are 40, 32, 24 and p§, kishere the
decision levels for the 32, 24 afdé kips quantizers are stdets of those for the 40 pb
guantizer.Table2.2 shows the different operation modes for FTUs5.727. Frame duration for

G.727 encoding algorithm is Ifilliseconds

Adaptive Multirate Compression (AMR)
Adaptive MultiRate (AMR) is a patentedaudio data compressioalgorithm intended for
speech codingAMR was adopted as théasdard speecbodecby 3rd Generation Partnership
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Project(3GPB in October 1998 3] and is now widely used in Global System for Mobile
Communications (GSM)Universal Mobile Telecommunications Syst¢wMTS) and VolP
networks B5]. AMR was adoptedy the 3GPP as the mandatory codec for 2.5G and 3G
wireless systems based on the evolved GSM netwidr&. AMR speech coder consists of the
multi-rate speech coder, a source controlled rate scheme including a voice activity detector and
a comfort noise generation system, and an error concealment mechanism to combat the effects

of transmission errors and lost packets.

The speech encoder takes its input as-hitl@niform PCM signal either from the audio part of
theuser equipmendr on he network side, from tHeSTNvia an 8bit A-law ore-law to 13bit

uniform PCM conversion. The encoded speech at the output of the speech encoder is
packetized and delivered to the network interface. In the receive direction, the inverse

operations takplace

AMR Narrow Band (NB) operates at eight bit rates and was specifically designed to improve
link robustness. AMR supports dynamic adaptation to network conditions, using lower bit rates
during network congestion or degradation while preserving agulidity. By trading off the

speech bit rate to channel coding, AMR maximizes the likelihood of receiving the signal at the

far end.

Table 2.3 Bit rate modes and their associated bandwidth for AMRNB codec [31]

Codec mode Output bit rate [kbps]
AMR_12.20 12.20
AMR_10.20 10.20
AMR_7.95 7.95
AMR_7.40 7.40
AMR_6.70 6.70
AMR_5.90 5.90
AMR_5.15 5.15
AMR_4.75 4.75
AMR_SID 1.8
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The AMR-NB codec operates at eight bit rat&gble 2.3 shows all eight modes plus the
AMR_SID mode, which refers to silence descriptor (SID) frames. Frame duration for AMR
NB encoding algorithm is 2@illiseconds

Enhanced Variable Rate Codec (EVRC)

Enhanced Variable Rate Cod8peechService OptiorB [36] is a 3 Generation Partnership
Project 2(3GPP2) standard. It was standardized in 2BMRC is a variable rate codec
designed to serve as voice supportG@MA wireless mobile networkdviore specifically, the
service option Jrovides tweway voice conmunications between the base station and the
mobile station using the dynamically variable data rate speech codec algorithm described in
standard 36].

The transmitting speech codec takes voice samples and generates an encoded speech packet for
every Trdfic Channel frame. The receiving station generates a speech packet from every
Traffic Channel frame and supplies it to the speech codec for decoding into voice samples.

EVRC uses frames dt0 millisecondslurationof 8000 Hz, 1ébit sampled speech

Table 2.4 Operation modes for EVCRcodec [3]

Codec mode Output bit rate [kbps]
Full Rate (Rate 1) 8.55
Half Rate (Rate %) 4.00
EighthRate (Rateé ) 0.80

The rate determination algorithm (RDA) is used to select one of three encoding rates: Rate 1,
Rate's, and Rate . Active speech is encoded at Rate 1 or Rate 1/2, and background noise is
encoded at Rate/8 [36]. The process of determining the data rate is based on the relation
between the energy of the last received frame and the noise energy. This ratio, which is very
similar in concept to the SNR of the signal is compared with two thresholds; if the energy ratio
for the last frame is greater than the two thresholds then Rate 1 is selected, if it is only greater
than one threshold Rate Y% is selected, in case where the energy ratio is lower than the lowest
energy threshold Rate is selected.In EVRC the aitput framesare ofone of three different

sizesas shown in Tablg.4
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Speex

Speex[37] is free software as well as open source. It is developed byMa&anValin and
Xiph.org Foundation Also, Speex is in constant development and improvement by a
communiy of users and enthusiastic group of programmers. Currently, Speex is integrated into
over 15 different platforms and applications and it is widely used in the VolP environment
since it is a codec specifically designed for the integration of speechnetvil®rks[37, 33].
Speexs utilized in Asterisk, Microsoft Netmeeting, Microséfbox live and Google voice.

The Speex codec is designed to be very flexible and support a wide range of speech quality and
bit-rate. Support for very good quality speeslso means that Speex can encode wideband
speechi.e. 16 kHz sampling rate in addition to narrowband spesdh kHz sampling rate.

Speex is capable of varying the complexity allowed for the encoder. An integer ranging from 1
to 10 controls how thoroughthe encodingearchprocess is performed (1 being the mode that
yields the least quality and the lower bandwidth and 10 where the best quality is achieved and
the most bandwidth consumed). In practice, the best-tfide between complexity 2 and 4,
though higher settings are useful when encoding-sp@ech sounds like Dutine Multk
frequency DTMF) tones B7].

Table 2.5 Operation modes for Speex narrowbanaodec [¥]

Codec mode Source codec birate
0 250 bps
2.15 kbps
5.95 kbps
8 kbps
11 kbps
15 kbps
18.2 kbps
24.6 kbps
3.95 kbps

O IN[O|O| B W|IN|PF
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Speex integrated technologies IWAD, DTX, variable bit rate, variable complexity, adaptive
jitter buffer, echo cancellation and some other features related to wideband and ultra wideband
sampling.As defined in Sectior2.1.1 Speex isconsidereda true variable rate codethis

means thathe algorithm to determine the encoding rate is basetusivelyon the signal
properties and the codec configuration parameters.

Table 2.5 showshe different modes for Speex narrowband. As explained in previous section,
the encoding algorithm will switch from rates depending on the input signal properties and
codec setup. Speex can also work on fixed rate mode when defined in the configuration

parameters.

2.1.4 Study of the feasibility of integrating encoding algorithms to a simulation

platform

In this section a brief discussion analysing the feasibility of integrating the above discussed
encoding algorithm groups to a single simulation platfevith be presentedThe assessment

will consider whether the codec is an open source project, if an implementation of the codec
can be found for research purposes and codec operation prindjalggularly for the
implementation of the real speech gextien models (seSectionl.2 and 3.2), modifications

were performed to the encoder and decoder applications utilized. For this reason, when
applicable, operation licensing terms of the encoder and decoder applications used, will be

discussed.

2.1.4.1 Feasibility study for fixed data rate codecs

For all three fixed data rate encoding algorithms analyzed, in terms of codec operation
principles, the complexity of the integration to a simulation platform is very low. To generate
traffic that follows thebehaviour of the codecs, only the frame size and frame duration needs to

be obtained. This operation can be performed through the utilization of a simple lookup table.

For more complex simulation features, where the actual encoding and decoding algoethms ar
used (se&ection3.2), codec implementations were found for all three codecs. The source of

the codec implementation employed and the pertinent licensing details are discussed below.
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G.711licensinginformation

Encoder algorithm G.71BCM of voice frequencies, has been standardized by theTlT13].

The ITU-T, with the purpose of providing common set of tools that serves for testing and
implementation guide of the standard in question has issued a library of portable and reliable
softwae routines. Recommendation I[TUG.191 [39], softwaretools for speech and audio
coding standardizations, is a compilation of such software examples.

In [39] (Annex B), the license agreement of the software libiargescribech s figener al
license . Mo r e Secdtigsl B.1lcand B.2yof Annex B, specify the right to distribute,

publish and modify any part of the modules included in the software library.

G.729 licensingnformation

The implementation of the algorithm is based on standard definednternational
Telecommunications Union, ITT G.729 [16]. G.729 is licensed by Sipro Lakelecom fi0].

Sipro Lab Telecom is thauthorized Intellectual Licensing Administrator for G.729 technology
and patent pool. To this patent pool belongs, amotigers, a Montreal based telecom
company, VoiceAg® [41]. As part of an open initiative program with the purpose to
encourage the integration of G.729 algorithm to new technologies, VoiceAge adistnisted
terms utilization of their G.729C implementatim The versionC of the algorithm is very
similar to the original standard with the only difference that implements floating point
calculations, version C is fully compatible with G.729 and most other fix rate 8kbps versions of
G.729 standard.

The terms ad conditions of this operation are specified on theid User License Agreement
for G.729(c) Implementation[42] which has been exhaustively analyzed in search of the
reassurance that all restrictions are strictly observed. In addifimceAge has agesl that

their implementation of G.729C codec is integral part of the present research.

iLBC licensinginformation
iLBC is a narrow band speech codec developed by Global IP Sol¢@dRS) [43] (former
Global IP Soungand released publically in 2002sAlescribed in the official GIPS license

agreement44], ILBC is royalty-free, norexclusive licensed software. More specifically, in
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Section 2.1 of @A4], it is made explicly that unless for commercial use, one may use,
reproduce, display, perform and/or modify the original software provided by GIPS.

2.1.4.2 Feasibility study for variable data rate codecs

Continuing with the variable rate speech encoding algorithm we thaweor ITUT G.727

[45], codecs developed under this standard are not free; therefore, not open source
implementation was found available. While analyzing the operation mode of IBU27 it

can be noticedhat the real advantag# this algorithm isachievedwhile introducedin a
networkwhich nodesare capable ofupporing embedded:odecs. Some of the nodes in the
network are capable of adjusting the packet size by droppégnhancement bits required

None of reviewed simulation platforms natly support embedded protocols supporting
embedded codecs. Given that the complexity of the implementation of such algorithm and the
lack of information from manufacturers regarding existing protocols, the integration ef ITU

G.727 standard to a simulai platform is considered outside the scope of the present work.

AMR is not a free codec; hence, npen sourcemplementation is available. ddvever, for
research purposgan implementation have been made availabl¥digeAge®) (see below for
licensing information)They offer both the binary files for Win32 platform and the C source
codefor the algorithm Attending at its operation principle, AMR adjusts its output bit rate
based on network congestion information. To provide the implememtafia completely
functional variable rate AMR codec, a means for the source node to acquire network load
information needs to be implemented. To this end, Raaé ControlProtocol B6] (RTCP)

will be included as part of the simulation implementationkimg AMR-NB a viable option as

variable rate codec for the present project.

AMR-NB licensing details

AMR joint patent pool includes the right of Ericsson, Nokia, Mipfd elegraph and Telephone
and VoiceAge®. As for the case of G.729, VoiceAge has aeateopen initiative program
with the purpose to encourage the integration of ANBRR algorithm to new technologies. The
terms and conditions dhis project are specified on thend User License Agreement for
AMR-NB implementation[47] which has been exhsiively analyzed in search of the
reassurance that all restrictions are strictly observed. In addifimceAge has agreed that

their implementation cAMR-NB codec is integral part of the present research.
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After studying the EVCR variable rate speecilec, the analysis for the potential integration
with a simulation platform is simple. Regardless of whether EVCR is free, which is not, the
definitive fact is that EVCR is not designéar VolP networks. EVCR is a codec witie
specific purpose toperate over wireless networks, where the traffic performance and network
impairments have a completely different behavithan for packet switched networksor
instance VolP codecs implement solid algorithms for packet loss concealment and expend very
little effort in compensating fopossibe corrupt packets; in the case of speech codecs for
wireless environment is the opposite. This is more evident in a CDMA environment where the
transmission of the minimum possible power is a crucial premise faptration of the whole
network. Simply, EVCRIis not used in VolP networks. Therefore, and according to the

objectives of the present work, the integration of EVCR is considered out of scope.

Speex, among all other studied codecs, offers the best pagsidfilbeing integrated to a
simulation platform. The fact that is open source and it is a true variable rate codec facilitates

the processtegration to a simulation platform.

Speex licensing details
In SectionD and E of[37] the licensing terms for Spg usage and distribution is presented.
Distribution of the codec is allowed under the condition that the copyright notices are

transferred. Modifications are allowed with no restriction if no distribution is to be performed.

As a summary, attending to the codec structure and design purpose and licensing terms of the
presented codecs, the following algorithms are going to be integrated as part of the simulation
tool outlined inSectionl.2 of the present report: G.711, G.729C, AMR-NB and Speex.

2.2 Study of Speech Quality Assessment Models

Digitized voice and data traffic have considerably different requirements when transmitted over
a network. Voice traffic is considerably sensitive to network delay and packet lossiatailis
significantly more tolerant to these network impairments. Also, the nature of voice traffic shape

is up to a certain degree smooth and constant when data tréfficsig

IP networks present significant new challenges to the delivery oftineal voice traffic.

Whereas the circugwitched PSTN guarantees that sufficient bandwidth is reserved and
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available for the duration of the call, IP networks, in general, do not. Delay is not guaranteed to
be either minimal or constant in an IP network. didition, dropped packets and packet delay
variationintroduce distortions not found in traditional telephobgw bit ratecodecs used to
reduce required bandwidth distort the original waveform significantly before it is even
transmitted.

For a systenwith the aforementioned difficultiesssessing the quality of speechcigicial.
Speech quality measures are used to optimize the design of speech transmission algatithms
equipment, and to aid in the selection of coding algorithms for standardizat®orucialthat
networks and terminals angroperly desigad to constantly monitor theguality of VolP

services, taking the necessary action to mairtkaievel of service.

In the introduction forSection2, a basic concept of VoIP systems is presgats well as the

main advantages of IP telephony compared to standard PSTN, marking the importance of the
former in presentlay telecommunication tendencies. Also, the importance of measuring and
predicting voice quality for VolP systems as a tool in gleisig and/or improving the network
infrastructure is introduced. In this section, some of the most relevant and current voice quality
assessment models will be analyzed. Emphasis will be put in categorization of speech quality

assessment algorithms andittdércumstantial advantages and disadvantages.

2.2.1 Understanding VoIP Quality Assessment Models

In this sectionthree different categorizations for quality assessment models and the parameters
used to categorize theare presentedDifferences in thausage of the different models are

mentioned.

2.2.1.1Subjectiveand Objective Assessment models

There are two broad classes of speech quality metrics: subjective and objective.

Subjectivemeasures involve humans listening to a live or recorded comeersad assigning
a rating to the perceived quality, see Figdr& This rating can be either a single overall
quality rating or a rating of a particular characteristic (i.e., clarity or listenifgte or a
particular distortion (i.e., clipping, hum)o ak humans to listen to speech excermutsithen

solicit their opinionis consideredhe most reliable method for assessing voice quigy
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The subjectivemethod involves presenting a set of speech samples that characterize different
conditions of the system under test to human listeners in a controlled environment. After each
presentation, subjects are requitedyrade the sample ansimple discrete opion sale. For

each sample, votes are averagelearly, a metricobtained as described abos@&n be a good
measure of perceived speech qualitpwever, subjective metrics have disadvantages, too. In
particular, they can be tim@nsuming and expensivBome researchers or organizations may

not have the resources to conduct the tests. Certainly, such metricslzanset! in any sort of

reaktime or online applicatiofor the purpose of speech quality prediction

Input System . Output
Speech | under test "Speech

Tt

Subijective

A

Objective
Intrusive

Objective
non-intrusive

d

Figure 2.1 Subjective, Objective intrusve and Objective nonrintrusive speech quality assessment models

For many years, more automated methods have been investigated with the aim of modeling
human behaviour and objectively predicting subjective scorese Tis an obvious necessity

for finding models that could estimate speecfuality from analyzing the physical
characteristics of the terminalsetworks ordirectly from the speech signals that they deliver.

Such a process is called objectsgeechyuality assessmentodel

Objectivemodels wee firstintroduced for evaluating the sound quality of auslistems 49].

An estimaion of the distortion introduced by the system under teah be obtained by
compaing the signal processed by the system (degraded signal) witlorii@al audio
(reference signal)More elaborated models have been developed where only the received

(degraded signal) is scrutinized to obtain the final score, see RAduigypically, the accuracy
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or dfectiveness of an objectivaetric is determined by its correlationsually the Pearson
(linear) correlatioh with a subjectivescore for a set of dat&(]. If an objective metrichas

high correlationwith a subjectivescore, thenit is deemed to be agrffective measure of
perceived speech quality, at least &peechdaa and transmission systemsth the same
characteristics as those in the experiment.

2.2.1.2Intrusive and NonintrusiveAssessment models
A common categorization applied to the objective models is related to the signals used to
generate or compute thadl quality score. Usually, these two classes are referred to as:

Intrusive or active and nonintrusive or passive.

Intrusive methods are those thatimstte the speech quality by measuring tliference
between the input and output speech signals amgpimg the distortion values to a predicted
guality metric seeFigure 2.1. In contrastto subjective experiments, this model enables
extensive testing to be performed over short periods, and is therefore beneficialcddeag

and equipment eélvelopmentelection. However, the need for a test signal adds extra load on
the network andn some applications requiring objective speech quality evaluation, the input
speech signal may not be readilyailable or may not beompared directly to the output, like

in live calls whereno clean reference signals are available.

In such cases, an attractive alternative approach is to assess speech quality using only the
output signals, i.e., a nonintrusive speech quality evalyaseaFigure 2.1. An effective
nonintrusive speech qualityeasure will be of significant importance to applications where an
appropriaténput signal is not readily available, e.g., the perforrman@luation of hearing aids

and nonintrusive performance mtoring of communication systems such as wireless

communications andolP.

! Obtained by dividing theovarianceof the two variables by the product of thetandard deviations
Pearson's correlation refledtee degree of linear relationship between two variables.
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2.2.1.3SpeechLayer, PacketLayer and Opinion Models

Objective quality assessment methodologies can be categorized into several groups from the
viewpoints ofobjective, measureme procedure andnput informationused bythe quality
assessment modélhese categories are listed below.

SpeechLayer Models

Objective models require speech signals as inputs and produce estimates of listening quality
[51, 52]. Some different approaches have been developed for this category. From the very

simple models where waveform distortion is examined by comparing input and output signal to

more elaborated models based on spectral distortion and digital filtering appttesl dadio

signal(s).

PacketLayer Models

Objective models that exploit IP packet characterigiidy and produce estimates of listening
guality are called Packdayer modelg§51, 52]. These models have the advantage of being able
to monitor thequality of real phone calls as they progress, arelisually implemented in the

IP phone or gateway

Although the speectayerand packetayer objective models estimate the sgpraeamete(i.e.,

the listening quality), they are used in different scenarios.irfatance if it is impossible or
difficult to obtain actual speech samples vias@évice quality monitoring, we should use
packetlayer objective models. Conversely, if it is difficult to capture necessary packet
information or we need to obtain qualiggtimates that are as accurate as possible, we should

use speech layer objective models.

Opinion Models

Opinion models are thosdjective quality assessment methodologies that exploit network and
terminal quality parameters to produce estimatescofiversational quality51, 52]. These

models are referred to as the most complete ones since they consider quality degradation
introduced by speech codinigif error, distortions introduced by acoustic transducers, as well

as impairments specifically reéd to an IP network, like packletss, jitter and network delay

Opinion models coulde seenas a combination of the two previously mentioned models.
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Opinion models have long been studied but not many proposals have reached the category of
standard.

2.2.2 Description of relevant speech quality assessment models for VoIP systems

After a study of the most relevant and used speech quality assessment models for VolP traffic,
and based on the categorization presentetkirtion2.2.1, thissection will disceses the main

characteristics, advantages and disadvantages of some of these models.

2.2.2.1Subjective Quality Assessment Models

The most relevardubjective modelsrebriefly describedn this subsection

ITU-T P.800. Methods for subjective determinati of transmission quality

The Opinion Rating Method also known as Mean Opinion Score (MOS), which is defined by

the ITUT Recommendation P.8(J63] for VolP quality assessment, is the most widely used

method by which subjective VoIP quality isassess#@.S i s j ust what the na
a score derived from usersdé opinions. A sen
number of listeners. After hearing the sentence, the listeners score the conversation based

on their opinion of how it sounded. &lscores are averaged to come up with the mean

opinion score. After years of testing, the ITU used data from listener opinions to codify a
scoring standardsubjective quality assessment models can be grouped into listening quality

and conversational quali Where for the listening quality tests, subjects listen to a number of

distorted recordings and vote their opinion of the quality; for the conversational quality

assessment, subjects are involved in aw&y communications.
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Table 2.6 AbsoluteCategory Rating (ACR) scales Listeners are offered a recording from which they have to
assessquality of the speechgffort required to understand the meanings of sentences arldudness preference
[53]

MOS | Quality Listening Effort Loudness
5 Excellent No effort required Much louder than preferred
4 Good No appreciable effort required Louder than preferred
3 Fair Moderate effort required Preferred
2 Poor Considerable effort required Quieter than preferred
1 Bad No meaning understood Much quieter thaipreferred

ITU-T Recommendation P.80[b3] defines various ways to collect information from the
listeners. The most obvious and probably more used is the Absolute Category Rating (ACR),
defined inAnnex B of the ITUT P.800 recommendatigib3]. ACR definesthree scales in

order to assess three different characteristics or properties of the recorgiality of the
speechgffort required to understand the meanings of senteandsoudness preferenceee

Table 2.6.

Table 2.7 DegradationCategory Rating (ODCR) scale[53]

MOS Degradation Rating (DRC)

Degradation is inaudible.

Degradation is audible but not annoying.

Degradation is slightly annoying

Degradation is annoying

R IN|W|A~O

Degradation is very annoying

The ACR method tends to lead to low sensitivity in distinguishing among good quality circuits.
A modified version of the ACR procedure, called the Degradation Category Rating [B&R)
procedure, affords higher sensitivity. The DCR procedure, which iticpiar uses an
annoyance scale and a quality reference before each configuration to be evisatiéahle

for evaluatinggood quality speech. The stimuli are presented to listeners by p&iB3 (where

A is the quality reference sample aBds the sane samplehat isprocessed by the system
under evaluation. Theurpose of the reference sample is to anchor each judgment of the
listenersTable 2.7 showthe MOS scale for DCR tests.
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Table 2.8Comparison Category Rating (CCR) scale[53]

MOS | Comparison Rating (CCR)
3 Much Better
2 Better
Slightly Better
0 About the Same
-1 Slightly Worse
-2 Worse
-3 Much Worse

Lastly,the Comparison Category Rating (CGR}] is proposedThe CCR method is similar to
DCR describedbefore Listeners are presented with a pair of speech samples on eachhial.
only difference is that in th®CR procedurghe samples are presented always in the same
order: unprocessednd then the processed sample; in the G€&ghnique the order of the
processed and unprocessed samples is chosen at random for each trial. Table 2i8eshows
MOS values for CCR.

The Opinion EquivalertQ Model

The Opinion Equivaler Model is a variation of the Opinion Rating Model. The MOS of a
system obtained using the Opinion Rating Model is dependent on a lot of factors that include
such details as the testing date and the mix of quality levels exflegment [51]. This means

that if on a certain date a lot of gegdality condition calls are available on the system, the
MOS for certain system condition would be higher than obtained when there are fewer good
quality call conditions existing in the systemhe Opinion Equivaler@ model uses a
Modulated Noise Reference Unit (MNRU) defined in FTUP. 810 recommendatiofb3],
which is a reference system that outputs a speech signal and-apgaithdecorrelated noise

with a flat spectrum. The ratio of siginto speecitorrelated noise in dB is called the Q value.
The opinion equivalent Q is thus defined as theaf@e of MNRU speech with quality

equivalent to that of the speech under evaluation.
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The Diagnostic Acceptably Method for Speech Communication 8yst

The Diagnostic Acceptability Method (DAM) was proposed in 1%4. [It is very similar in
principles to ITUT Recommendation 800 [51]. The DAM model is not currently used in the
industry and the brief description offered below is intended merely to set a chronological

reference point in the development and evolution of voice quality assessment models.

Two important features distinguishe DAM approach. First is the fact tha€ombines a direct
(isometric) and an indirect (parametric) approach to acceptability evaluation. The isometric
approach requires the listener to providdirect, subjective assessment of the acceptability of a
speech sample, wheretlse parametric approach requirthe listenerto evaluate the sample

with respect to various perceived qualities, independentigihisaffective reactions to them.

A second distinguishing feature of DAM is that it solicits segaraactiondrom the listener
with regard to whatshe/heperceives to be the speech signal itself, the background and the

total effect.

2.2.2.20bjective Quality Assessment Models
Several objective (active) models have been developed over the yeara,fewyf them had
reached the category of standards according to International Telecommunications Union. In this

section the most relevant and current methods are discussed.

Objective Intrusive Quality Assessment Models
This section will review the mobsrelevant objective intrusive models. According to the

categorization shown iSection2.2.1 all intrusivenodels are considered spedaper models.

ITU-T P.861.Perceptual Speech Quality Measu(BSQM, PSQM+, PSQM/IP)
Perceptual Speech Quality MeasyfeSQM) is a widely used intrusive objective quality
assessment model which is derived fidarceptual Audio Quality Measuf@AQM) [56].

PSQM, which is an ITUr P.861[57] recommendation, works by injecting a testing source
signal for artificial voice, déned in ITUI T P.50[58] recommendation, with an active speech

level signal of20dBm into the VoIP network; then the distortion experienced when transmitted
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through various codecs and transmission media is measured and finally a MOS score is
estimated.

The PSQM has the advantage of being able to measure the effects of various impairments and
their interactions but has the disadvantage of requiring a call set up each time tests need to be

carried out.

At the time PSQM was standardized |a&)-T P.861[59], the scope of the standard was to
assess speech codecs, used primarily for mobile transmission, like GSM. VoIP was not yet a
topic at the time The requirements for measurement equipment hagaged dramatically

since then. Recommendation ITUP.861 stadard[57] was reviewedo cope with the new
demands arising from next generation networks like VolP. Within these networks, the
measurement algorithm #a@o deal with much higher distortions than with GSM codecs, but
perhaps the most eminent factor is ttnet delay between the reference and the test sigaml

no Ionger constant.

A first approach to overcome such problems was the development of PEIMIt handled
well the larger distortions caused by burst errors, but still had significant problemsheit
compensation of the varying delay. An advandethy tracking featurewas addedto the
standard, the new enhanced procedurecadied "PSQM/IP [59] andit implemented an easy
way to solve the varying delay issue in most cases, without losing then @j reattime

operation.

ITU-T P.862.Perceptual Evaluation of Speech QualifPESQ)

With the new ITU standarl@U-T P.862Perceptual Evaluation of Speech QualRESQ)[60]

the problem of measuring large distortions and delays was gedlatjated PESQ combines

the excellent psychacoustic and cognitive model of PSQM5%9] with a time alignment
algorithm adopted fronPerceptual Analysis Measurement Syst&ANIS) [59], other of the
precursors of PESQyhich handles varying delayaccuragly. PESQ is not designed for
streaming applications, which is its only drawback. This is why it cannot fully replace PSQM+.
With PSQM and PESQ therare two intrusive standards that cover the entire problem of

measuring speech quality.
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Using PESQ, a refence signal is played through the system, and the received version is
compared to the original reference version. Any degradation that occurred is measured, and a
quality score is computd&9]. The resulting score is often mapped to a MABvalue.PESQ

has good correlation with subjective listening quaktgross a very large corpus of tests
covering a wide range ofarrowband telephony applications.

Because PESQ is an active, or intrusive, monitoring approach, it may not be ideal for networks
that are akady neaoperatingcapacity.

Objective Nonintrusive Quality Assessment Models

Objective nonintrusive quality assessment models are currently the most popular ones. As
outlined inSection2.2.1, objective passive procedures are very attractive whemainsignal

is not available, allowing redgime assessment. Also, passive methods do not increase the

traffic in the network under test.

According to the categorization shownSection2.2.1, nonintrusive models can be found in
any of the three groupspeecHayer, networkayer and opinion model; depending on their

scope and network conditions.

ITU-T P.563 Singlesided method for objective speech quality assessmeimaimow band
telephony applications. (Speedayer)

Up to this point, the solutiorsovided by subjective modelsgeSection2.2.2.] and objective
intrusive modelsgeeSection2.2.2.9 presented themselves very beneficial dudngecand
equipment development/selection. However, the need for a test signal adds extmathemad
network and live calls cannot be measured because no clean referencéssigadable. To
provide the industry with a solution for the listening quality assessment of live calls, thie ITU
opened a competition in 2002 with the aim of standardiaimyethod that does not need the

reference signal for estimating the voice quality.

A voice activity detectors used to identify portions of the signal that contgieech and the
speech level is calculated. Finally, a speech level adjustmé&@6tdB s applied.The speech
signal to be assessed will be investigated by several separate anatysbsdetect, like a

sensor layer, a set of characterizing signal parameters. This analysis apiple at first to
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all signals. Based on a restricted sekey parameters, an assignment to a ndatortion class

will be made.The key parameters and the assigned distortion class are used for the adjustment
of the speechguality model. This provides a perceptual based weighting where several
distortions are ccurringin one signalbut one distortion class is more prominent than the

others.

ThelTU-T P563 [61] approach is the first recommended method for siagtéednonintrusive
measurement applications that takes into account the full range of distortions occurring in
public switched telephone networks (may consider background noise, filtering and variable
delay, as well as distortions due to channel errors and speech codettsgtds able to predict

the speech quality on a perceptimsed scale MOBQO according to ITUT Rec. P.800.1

[62]. This Recommendation is not restricted to-tmeénd measurements; it can be used at any

arbitrary locatioror segmenin the transmissiopath.

Vector quantization techniques. (Speetdyer)

Two models will be briefly described using very similar technique to predict speech quality.

The first nMedoe Quantiztiore Tedhhiquealfor Dutdased, Objective Speech
Qualityd [63]. In this model Per@ptual Linear Prediction (PLP) coefficients based on models
of hearing perception to extract speaker independent speech parameters are used. dhe order
the PLP model specifies the amount of detail in the auditory spectrum presertresl P

model B3]. 5" order PLP model was found to beesffive for speakeindependenspeech
recognition tasksPLP, PLP cepstrum, and PLP deltapstrum parameters atemputed for
output speech records from an undistodedrce speech database amdtor quantized. The
resulting codebook provides a reference for computing objectlissance measures for
distorted speech. Thebtainedobjective measures are the transition probability distathee,

median minimum distance, and the-shuared distance

The second model is calléiNew OutpuiBased Perceptual Measure for Predicting Subjective
Quality of Speech 64. The system is based on computotgective distance measures, such
as the median minimumistance, between perceptudtigsed parameter \ecs representing
the voiced parts of the speech signappropriately matching reference vectors extracted from

a preformulated codebook. The distance measures are rtfapped into eqgualent Mean
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Opinion scoresising regression. The codebook of thstegn is formedby optimally clustering
large number of speech parametectors extracted from undistorted source spekthbase
[64]. The required clustering and matching processesachieved by using an efficient data
mining techniqué&known as theéselfOrganizing Map. The perceptdahsedspeech parameters
are derived using Perceptual Lin€aediction (PLP) and Bark Spectrum analyses.

Nonintrusive Speech Quality Evaluation Using an Adaptive Neurofuzzy Inference System
(SpeecHayer)

This nonintrwsive evaluatiormethodis using an adaptive neurofuzzy inference systeatied

the NISQEANFIS method 65], which does not require an artificiaference or codebook and
operates just on the outpaitgnal. In contrast to other nonintrusive methods, trapgsed
technique applies a firstirder Sugendype fuzzy inferencesystem (FIS)to objectively
estimating speech quality. THeatures required for the NISQENFIS method are extracted
from the perceptual spectral density distribution of the ingngech.The premise and
consequent parameters of the JF#S constructed by the ANF|Sare learned by the back

propagatiorand leassquares algorithms.

In the proposed NISQBENFIS method f5], the input featureswvere first extracted by
measuring the distributiveharacteristicof speeh perceptual spectral densifihe extracted
featureswere then fed into the firgirder Sugendype FIS, where each input feature was
fuzzified by Gaussianmembership functionsln the NISQEANFIS method, the algebraic
product isused as a -hiorm operatoffor the fuzzy AND operator and the overall outpue

calculated using the weightedrerage §5).

Reaktime monitor for measuring live VolIP call quality. P.VT(acketlayer)

The ITU P.VTQ(Voice Transmission Quality3tandarddefines an endpoint MOS algorithm
based on PESQ. A passive type of monitoring approach, P.VTQ looks at the call quality of real
phone calls as they progress, and is usually implemented in the IP phone or gateway. The
P.VTQ standard defines a quality valcaled the kfactor. Like the Rvalue, the Kfactor is
mapped to the MOS. More precisely, thefa€tor is a MOS.Q value because it includes
impairments such as packet loss and jitter discards, but it does not includeetiiay
impairmentg66]. The K-factor is usually calculated oversgcond samples of the audio for a

given call.
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IP phones and gateways from Cisco Systems implement the P.VTQ standard as a means of
calculating a MOS for VolP phone calls. At the end of a call, the phones and gateways ca

provide the quality information for that call.

ITU-T G.107. The EModel, a computational model to be used in transmission planning
(opinion model)

The EModel was originally developed by the European Telecommunication Standard Institute
between 1993 at1996 as a transmissiutanning tool. Finally, it was standardized in MU

Rec. G.10722] as an analytic model for voice quality estimation. Thadtlel is based on the
concept that psychological factors on the psychological scale are additive anelathat
impairment factor which affects a voice call can be computed separately but remain correlated.
The basic result of the-Bodel is the calculation of the transmission ratinfa&or, which is a
simple measure of voice quality ranging from 0 (poorl@0 (excellent). The factor is then

used to determine the Mean Opinion Score using an R factor to MOS mapping-fa¢terR
covers such degradation qualities as echo, background noise signal loss, codec impairments,

etc. According td22] the Rfactor isrelated to MOS through the following set of expressions

MOS =1 ifR<0
MOS =1+ 0.035R + R(R — 60)(100 — R)7x10™¢  if 0 < R < 100 [2.1]
MOS = 4.5 if R > 100

Table 2.9 Rfactor to MOS mapping [22]

R-Factor Quiality Rating MOS
90 <R <100 Excellent 4.347 4.5
80<R <90 Good 4.0371 4.34
70<R <80 Fair 3.6071 4.03
60<R <70 Poor 3.107 3.60
50 <R <60 Bad 2.58-3.10

Based on this Ractor to MOS score mappirig shown inTable 2.9.The MOS for a VolP
network using the H#nodel for quality estimation reflects the degradation caused by lossy
compression, packet lgssice clipping, jitter inactive voice periods, interference signal, noise

and excessive attenuation distortion.
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Equation 2.2 shows in more detail the calculations of tiacRr as provided in ITO G.107
[22]. WhereR, represets in principle the basic sign#s-noise ratio, including noise sources
such as circuit noise and room noise. The fakt@ a combination of all impairments which
occur more or less simultaneously with the voice signal. Fagtepresents the impairments
caused by delay and the effective equipment impairment fagctoEpresents impairments
caused by low bitate codecs. It also includes impairment due to pdokses of random
distribution. The advantage factarallows for canpensation of impairment factors when there

are other advantages of access to the[@8&r

R=Ry—I,—I,— I+ A [2.2]

In Section3.7 of ITU-T G.107[22], default values for all factors in equation 2.2 are provided.
It is strongly suggested ihe same section that the default values are adopted for all factors of
equation 2.2 that are not varying during the calculations. Following this principle, equation 2.2

can be written in a simple manner as shown below in equation 2.3.
R=932 —I,— I, [2.3]

From equation 2.3, the-Rctor, hence the MOS, can be assumed as a function of the Delay
Impairment and the Equipment Impairment factor[2B], an elaborated analysis is provided
for the calculations of these two impairments. Equation @x4esents the factors involved in
the delayimpairment, wherd& he factorl 4 gives an estimate for the impairments due to Talker
Echo, The factotye represents impairments due to Listener Echo and The flagtepresents

the impairment caused by tbong absolute delayl,, which occurs even with perfect echo

cancelling[22].
Ig =Igte + Iqte + Iaq [2.4]

In [22], a model is offered to calculate the equipment impairment factor. Equation 2.5 shows all
factors involved in the calculation bffactor values for codec operation under random packet
loss. Wherdo represents the equipment impairment factor for zero packet loss conditions, the
values of the parameter are input independent and recommended &gt presented in UTT

G.103 [67] for different codecsB, conveys the packet loss robustness of an arbitrary codec
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and the default values are also covered6ir].[The packet loss probability is represented by
Pg.. BurstRis thepacket loss brst ratio.

P
Io = Iog + (95 — Ioo) —py2— [2.5]
BurstR+ Bpt

From equation 2.5, the packet loss burst ratio is defined as:

average length of observed bursts in an arrival sequence
BurstR =

average length of bursts expected for the network under "random loss"

2.2.3 Selection of the speech quality assessment models to integrate to the

simulation platform

The objective of the proposed intigation is to generate a simulation platform which main
function is to serve as a tool or aid in the task of designing and improving IP networks carrying
voice traffic. The speech quality assessment model selected has to accommodate and comply

with the mentioned research specifications.

As stated irSection1.2, among the objectives of the present thesis are to invest the simulation
platform with the possibility to utilize a subjective speech quality assessment model and an

objective norintrusive model.

Using as starting point the grouping proposedséttion 2.2.1, we have that the two main
categories can be defined subjective and objective speech quality assessment models. The
main advantages and disadvantages of subjective assessment modplesered irbection

2.2.1.1. Although expensive and difficult to implement, subjective speech quality assessment
models are the only truly accurate tool to evaluate the impact of speech degradation in humans.
One of the main objectives tiie thesis is to allow the injection of real speech audio into the
simulation, the recovery and playout of the degraded audio. With this implementation, any of
the subjective quality assessment model presentegedtion 2.2.2.1 can be employed. It

becomes areference of the modeller which method to follow.

Focusingon the objective quality assessment models, we have that the two categories with
respect to the signals used to generate the final score are intrusive and nonintrusive assessment
models. In pmciple, given that a way to inject real speech audio will be provided, intrusive

objective speech quality assessment models are possible. Nonetwiesqropertiesf these
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models make them incompatible with the main objective of the thesjdpisrve as aid tool

for the planning/design stage of networks carrying VolIP traffic. First, since intrusive models
are focused in a comparison of the original audio signal with the degrade signal, the acquisition
of a correlation between speech quality andwngt conditions isa very difficult task.
Secondly these models only offer a listeners quality MOS, once again, since only the input and
output are analyzed, the total delay in the conversation is not considered. The dynamism of the
conversation is not eduated and considered in the final scéiieally, given that the use of the
present tool will be focused on the planning of networks that are not built yet, the insertion of

real traffic is not possible in this scenario.

For nonintrusive mode|sve have the categorization suggeste@attion2.2.1.3 where quality
assessment algorithms can be definegpaeecHayer, packetayer or opinion models. Starting

with the speectayer models, these models are base@nalog signal processing procedures.
Modelsrangefrom time domain analysis tpectral distortion and digital filtering analysis. As
explained before, the importance of obtaining correlation between network parameters and

speech quality is paramouwsmdthat is not possible through spedakier models.

Ultimately, we are left with objective packietyer models and opinion models. Padkger

models are designed to deliver in real time a score for a phone conversation. The results are
founded purely on statistical computations based on tpadRets that arrive to a specific node

of the network being studied. The opinion model however, is degtgrintegrate and consider
multiple factors related to the network (propagation delay, packet drop, icthe
transmission channel (backgroundise, signal loss, ejcand to the equipment impairment

(echo, codec, efc

Considering only the requirements for the two aforementioned algorithms, both are possible in

the framework of the proposed research; the input data for both models can be obtained from

the simulation software and processed accordingly. Even so, if leetogoal is reviewed, it is

simple to realize a critical advantage of the opinion model over the gagketmodel. If we

focus on the value of the model 6s output ori e
obvious that the packédyer model offes no information regarding the conditions and factors

in the network and equipment that generated the results. Consequently;lagekebodels

offer no direct input to the decision making process involved in designing and improving a
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network to support aice traffic. On the other hand, every time a score is obtained from the
opinion model, associated to this result are all the factors that, integrated through a
mathematical equation, generated the final score. A whole set of values are obtained from each
simulation, allowing the network designer to take steps into much more defined directions and
iteratively check the results of the modifications. As demonstrated, the definitive option to be
employed in the current investigation is the opinion model group.

Once the group has been defined, the next task would be to find the more appropriate algorithm
within that groupFor the opinion model group, the most studied and discussed is IayJfar
G.107the EModel [22], described in this section. Thenibdel dfers simple and effective

ways to find correlations between the speech quality prediction and the network impairments

(see Section 3.2.4 for more details).
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Chapter 3

VolP Simulation Models and OPNETImplementations

The current chapter descrgb¢he simulation models created as well as dissgiseir
integrationinto the OPNET ModelerMore precisely, Section 3.1 wilover the generation of
speech background traffic generation models and the integration of such models to OPNET
Modeler. In Sectin 3.2, the models to integrate real speech traffic to the OPNET simulation
will be discussed. Also, in Section 3.2, the implementation of an objective speech quality
assessment model will be presenteidally, AppendcesA and Bcomplement this chapten
Appendix A,detailed information regarding the attributes of the new nodes crea@eNET

will beoffered. Appendix B offers instructions, in a tutorial manner, on how to use the created

nodes in an OPNET simulation.
3.1 Speech background traffic gneration

The purpose of dackground traffic generatias to offer a sinulation history, or simulation

warm up traffic, that statistically follows regpeechraffic. Actual encoding technologies like,
packet loss concealmenDTX, VAD, echo cancellato or noise suppression are not
implemented Additionally, a traffic generation node and a traffic sink node, when placed in a
simulation, could represent a simple VolP phone, a computer or even the aggregated traffic

coming from a subnet.

OPNET provides féective ways to generate traffic related to most popular protocols and
applications some of them are HTTP, FTP, email traffic, database access traffic, printing
applications.Corsequently, the addition to the background traffic generation procedures has

been reduced to voice traffic exclusively

To facilitate the control of the traffic volume generated, a traffic scalability mioaglbeen
added to the speech traffic generation ndde methodology used to create the traffic growth

is linked to the naturef the traffic generated: telephone conversations.
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Summarizing, two features have been adaethegeneraibn of speechbackground traffic in
OPNET: (1) new voice encoding algorithms and (2) a traffic scalability methodology that
properly adapts to the nature of the voice traffic. Both attributes will be discustes next

sections

3.1.1 Available encoding algorithmsand parameter calculations

As mentioneddealing with codecs that describe the current trends of the VolP isarfdital
importance to achieve a reliable simulatigfter detailed analysis, the following encoding
algorithms were selected accordingtieir popularity and with the purpose to represent the

main categories of speech encoding algorithmsSsetdon2.1 for more details.

Fixedrate speech encoding algorithms

In the fixeddata rate categorfour encoder methods have been selected, thelisted below.

e ITU-T G711. Fixedoutput data rate of 64 kbps
e ITU-T G729. Fixedoutput data rate of 8 kbps
e iLBC 20ms. Fixedoutput data rate ol5.2 kbps
e iLBC 30ms. Fixedoutput data rate 013.33 kbps

Variable rate speech encoding algorithms
Based on analysis provided fBectiors 2.1.3 and 2.1.4, the following variable data rate

algorithms will be integrateihto the simulation models.

e AMR: algorithm designed to adapt the output data rate according to network
conditions; hence, it requires fammation regarding network status to operate in
variable rate (VAR) modeseeSection2.1.3for more details

e Speex Free open source codec that adapts the output data rate depending on the
statistical properties of the analog audio. Two mosli#isbe implemented, Speex low
guality with Quality = 2 and Speex high quality with Quality =38,[63. See Section

2.1.3for more details

Only a small subset of the speech encoding algorithms selected are already implemented by

default in OPNET Modeleras theresearch started and carried.otiis is the case of G.711
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and G.729A. When investigating the possibility of reusing those OPNET modules associated to
G.711 and G.729 codec in tipeoposedbackground traffic generatonodels,the following

consideratioawere assessed:

(a) The simplicity of isolating the OPNET source code corresponding to the traffic
generation for both codecs

(b) The complexity of implementing the codecs from the start in the new background
traffic generator node

(c) The integration in the backgrod traffic generator node of these two algorithms
(G.711 and G.729)ith the rest of the encoding algorithms that are not part of OPNET

natively.

It was found that, given the simplicity of the codecs and the nature of the OPNET native
implementation, aimpler solution was to implement the algorithms from the start in the
background traffic generator nad&his decisionensues consistency with the newly
implemented codecs that are not part of OPNET by default. NonetHzds implementations

are compleely compliant with thefficial standard for each codgt3, 16].

Table 3.1 Frame sizeand frame duration for fixed data rate codecs

Codec name Frame size [bytes] | Frame duration [ms]
G.729A 10 10
G.711 80 10

iLBC 20ms 38 20

iLBC 30ms 50 30

The aforementioned encoding algorithms can be divided in to three groups considering the
methodology used by the encoder to select the output data rate. First, we havedttdatéix

rate algorithms (G.11 [13], G.729 [L6 and iLBC[28]). For these codecs, tlaitput data rate

is fixed and defined in the official standards or recommendations. For-NBIR1g], the

output data rate is adjusted according to network conditions. As a BSIR;NB requires
information regarding network st to operate in variablatemode. Finally, Speep37], uses

exclusively the statistical properties of the input analog audio to adapt its output data rate. The
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three groups present remarkable differences in the method used to compute the frame size. The
details of such processll be described separately in following subsections.

3.1.1.1 Computation of frame size and frame duration for fix rate algorithms

In the case of the codecs with fixed output date rate, the framersizérame duration are
constant valug and they areddfined in the official standard for the particular codec. No
computation is required to obtain the desire frame arm durationduring the simulation;
instead, a frame simurationmap isconfiguredinto the background traff generator source
code. Tal# 3.1shows the value of the nominal frame siaad durationgor the fixed data rate

codecs integrateidito the background traffic generator.

3.1.1.2 Computation of frame size for AMRB algorithm

AMR-NB operates at eight bitrates and was specifically designed to improve link robustness.
AMR supports dynamic adaptation to network conditions, using lower bitrates during network
congestion or degradation while preserving audio quality. By trading off teclspitrate to

channel coding, AMR maximizes the likelihood of rexmij the signal at the far end.

In the AMR standard, the mechanism through which the output data rate is adjusted is not
defined[18, 69; it is up to themodeller or protocol designdéo define such a procedure.

However, the mostommon method is to use the network delay or MaotRar (M2E) delay

as a condition to update the data ra@, [71, 72, 7B In voice communications carried over a

packet switched network, the delay perceiveninf the time a sound is generated by the talker

unt il the time this same sound is played out
depends on multiple factors. This factor is commonly referred to asdéRfy Equation 3.1

accounts for all factorsnvolved in the M2E calculation From equation 3.1, during the
simulationthe processing and packetizidglay cannot be measuredstead, only th&ndto-

End E2E) network delay can be measuretionsiderations will be made to estimatee

necessary vais. In mat instances, worst case estimation will be used.
M2E = packetizationgeqy + COMPTessioniime)rr + algorithmicgerqy +

+ E2E network ge1qy + dejittergeqy + decompressiongiye (3.2)
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Where:

packetizationg, 4, Refers to theine taken to fill a packet payload with encoded/compressed
speech The packetization delay can be expressededpyation 3.2 where frameg ration
represents the nominal value of the speech frame duration (20 ms forNBYIRand

numberys, /i IS the number of speech frames to be encapsulated per packet.
packetizationgeqy = framegyration X nuUMbeTs /pie (3.2)

As determined in the ETSI standard documentatiorPAfdR [18], the duration of one voice
frame is equal to 20 m&lsing equation 3.2, packetization delay can be redefined as equation
33.

packetizationgegay[ms] = 20ms X numbers, pi; (3.3)

compressionyme s Time taken by the encoder software to encode speechframe. The
estimation of this parameter is not trivial since it will depend on CPU speed for a specific
codec.In some lierature, this parameter may be referred to as coder or processing delay.
According to research performed|[ird], a safe value to assume for this parameter in the case

of AMR codec is 5ms.

algorithmicgeq,: Usually referred to as loetheaddelay. In most algorithms, in order to
properly encode the current blodk part of the next block+1 needs to be analyzed. This
process adds an extra delay to the encoding of one block or ftavok-ahead is implemented

in most codecs to ensure a siodecoding transition between adjacent encoded blocks and
help the operation of packet loss concealment (PLC) proceddres applicableThe use of
algorithmic delay term varies according to the author. In some literature, the compression time
per voiceframe and the lockhead delay are added together and sometimes referred to as
algorithmic delay. For the present document, the nomenclature used will be that &uppied

where algorithmic delay refers exclusively to the latiead delay.

As established in the ETStandard 76|, algorithmic delay is equals to 5 ms for all modes

except for AMR12.20 where no loahed is implemented. However, when the codec is
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operating in variable rate mode, for AMR12.20, a dummy 5ms delay is introduesduce

inte-mode synchronism.

dejitteryeqy: Corresponds to the size of the playout buffer in the receiving end. The function
of this buffer is to minimize the effects of variable latency in the network providing a steadier
stream of framas to the decoder. As it can be observed femuation 3.1 there exists a
compromise betweethe size of the buffer (possibility of correcting jitter) and the total M2E.
For the current experiments, the playout buffer size will be considered as 40 ato(daf 2

voice frames).

decompression:m.. The decompression time per frame is usually ten percent of that of
compression 17]. However, this value has to be factored by the number of voice frames
received per packeEquation 3.4 showsuch a relationship.

decompression e = decompressiongime/fr X NUMDETrr 1yt (3.4)

Using the estimated value afompression;me/frame it can be concluded thatom equation

3.3 decompression time can be expressed aguation 3.5.
decompressioniime = 0.5ms X numbers, pi; (3.5)

E2E networkge;q,,: Endto-End network delay is the time that takes a packenadraitrary

size to traverse the network from starting point to end point. The factors included in building up
to the total delay are: serialization delay, queuing/buffering delay and switching delay. In the
case of our work, th&2E network delay is obtained from themulation. The individual
analysis of the different factors that influence BRE network delay lacks of relevance in our

case beyond the point of acknowledging their existence and nature.



46

Table 3.2 Threshold values of M2E for AMR code and the resiting frame sizes

M2E [ms] AMR mode | Bitrate [kbps] Fr size [bytes]
07 150.0 AMR_12.20 12.20 31
150.01 164.3 | AMR_10.20 10.20 26
164.31 178.6 | AMR_7.95 7.95 21
178.61 192.9 | AMR_7.40 7.40 19
192.97 207.2 | AMR_6.70 6.70 18
207.21 221.5 | AMR_5.90 5.90 16
221.51 235.8 | AMR_5.15 5.15 14
235.81 250.0 | AMR_4.75 4.75 13

Based on the range of M2E that are considered acceptable to achieve an intelligible and
dynamic conversation 78], Table 3.2 shows the decision thresholds for the AMIB frame

size.

Using all calculations and estimations shaaiove inconjunction with equatioB.1, the M2E
delay can be written d@s equation 3.6, where M2E is only arfction of the number of frames
per packeand theE2E network delay.

M2E = 20.5ms X numbers, px; + 50ms + ETE network geiqy (3.6)

Considering that the number of frames per packet is a configuration parameter defined by the
modeller, the problem of finding the M2E reduces to obtaining#tenetwork delay for each

packet or group of packets. The E2E network delay is the simulatiaricrused then

to

determine the frame size for subsequent packets. A procedure has been implemented to obtain
the E2E network delay that is consistent with the protocols and constrains used in real

networks.Such a procedure will be explaineexi

Obtaining the E2E network delay
Speech packets are transmitted using the-Riea¢ Transport Protocol (RTP). According to
RFC3550[46], where RTP technical specifications aiscdssedRTP providesE2E network

transport functions suitable for applications transmitting-ties# data, such as audio and
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video. RTP comes accompanied by a control protocol, @issentd in 46| and [79. The

main function of RTP Control Protocol (RTCP) is to provadiatstics and control information

for an RTP flow. Five different RTCP packet types are defined in order to carry a variety of
control information These packet types are listed and explained below:

SR: Sender report, for transmission and reception statistios participants that are active
senders

RR: Receiver report, for reception statistics from participants that are not active senders
and in combination with SR for active senders reporting on more than 31 sources

SDES: Source description items, including CNAME

BYE: Indicates end of participation

APP: Applicationspecific functions

For the purpose of the thesinly RR packets will be sent from the client node back to the
background traffic generator node. The RTRR packets can carry information regarding
time-stamp whera packet was generated (used to calculate roundtitrip in the sender),
packet loss and jitter. Since earlier in this section it was define&#tatdelay would be the
metric to be used as fransize control, only the value of the time stamp will be used in our
case; however, the total packet size will be simulatedsta®d in 46|, for a singlereceiver
mode| the RTCP packet size is 32 bytes.

RTCP packets are useful in a scenario wheres#meler has some way to control the flow
properties in order to improve the conditions of reception. This is the case of the background
traffic generator when operating with the AMMB codec. The me frequent RTCP packets

are sent by the client node, them precise and efficient the bandwidth control carried out by
the background traffic generateovill be. However, the increase of the RT@@neration
frequency also implies that the bandwidth used in the control plane of the stream gasease
well. To ersure thathe primary function of the transport protocol to carry data is not impaired,

it is suggested ip46] thatthe bandwidth to be employed for the control protocol is limited to
5% of the total bandwidth used by the RTP flothis limit should be okerved by the
modeller neverthelessno boundaries have been added to the implementation of the client node

in order to allow freedom to the modeller even beyond the recommended parameters.
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3.1.1.3 Computation of frame size for Speex algorithm

Analyzing realworld random phenomena using exclusively fosder statistic, is in many
cases a valid approach; in other instanéess a common oversimplification mistake. For
variable data rate audio and video algorithms, secoddr statistic dependence te be
expected §0. Undermodelings the term usedh [81] referring to the case where some of
dependencies that are relevant to the system in consideration are overlooked. Temporal
dependence, when present, needs to be closely observed by the mizieiterto do so will

render the model unrealistic and results misleading.

In order to generate background traffic that follows the statistical behaviour of a real Speex
encoded audio, two parameters need to be computed: frame size, frame inteiragiiedame
interarrival time is a constant value equals to 20ms in the particular cSgpeax B7]. Frame
size is a random variable that, as explained before, is to be expected to presemtefirand

secondorder statistic dependencies.

To investigate the statistical behaviour of the frame size random variable, 30,000 Speex frames
were analyzed for each of the Speex quality modes analyzedhdgiscovers only American
English language andmaixture of male and female speech sample etasen to minimize the
influence of genderAudio samples were obtained from the Open Speech repository located in
[54].

The probability density function for the Speex frame size (QualiB) randomvariable is
depicted in Figure 3.1.

Autocorrelation ofthe frame size random variable was calculated up to a maximum lag of 10
samples. Figure 3.2 shows the autocorrelation function for the frame size random
variable(Quality =2)°. Asinferred a strong autocorrelation is observed. Also, the fact that the
function is monotonically decreasing as the sample lag increases corresponds with the
principles of the Speex algorithm, where the properties of the analog audio signal determine the

compression rate of the encoded stream.

2 |t was confirmed by performing identical computations that the nature of the frame size for Speex
Quality = 8 is similar to that of Quality = 2; i.e., to present an evident temporal dependence.
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Figure 3.1 Probability Density Furction for the random variable Speex frame size [bytes]

From the results derived in FiguBel and Figure3.2, itbecomes obvious that both fistder

and secondrder statistic need to be considered in the generation of the random variable

representing th frame size.

It is a fair generalization to say that from the Probability Density Function the Autocorrelation
Function cannot be derived, and the Autocorrelation Function gives no information about the
Probability Density Function. Consequently, a randwumber generation method needs to be

utilized that at the same time contemplates-birsier as well temporal dependence.

Few methodologies were found in the literature that complies with the aforesaid requirements
and fewer that were of relatively simple implementation[82], the desired time series is
obtained byshuffling the series to minimize a sum of squares criterion between desired and
actual autocorrelation functions. [83] and B4] the wavelets principle is used instead.
However, in[81], the authordescribes e TransformExpandSample (TES) algorithm. hie

use of TES has rendered useful results in numestuies 85, 86] and its implementation is
uncomplicated and well documented. A comprehensive implementation of the TES algorithm is
offered in B7]. Ultimately, a computer software, called TEStool,ttlgintuitive yet robust

[89], facilitates the calculation of the parameters used by TES model to generate data.
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Figure 3.2 Autocorrelation function of the Speex frame size random variable

TES is an approach to modeling stationary time series capfbbpturing both the marginal
distribution and the autocorrelation function of empirical data. Most importantly, TES aims to
fit both marginal and autocorrelatidanctionssimultaneouslyThe derivation ofTES models

is performed in two stages. The first phase consistgenerating a correlated sequence with
uniform marginal distribution [0,1]. This is achieved as shown in equd&i@nwhere 1,
represent& sequence of iid random variables independerif,of/, is called theinnovation
sequencedl, 83] and< > denoteshe modulel operation. The amount of correlation depends

on the structure of the density function of the innovation sequence.

Ut = Uy for n=0
" <Uf_,+V,> forn=0 (3.7)

In the second stage, a histogram of the original sample is constructed and an inversion
technique like that shown {i81] is applied. This inversion technigue allows the transformation

of any uniform random variable to another variable with a specifiglzisbn.
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As described if87] and B8], TEStool takes the stationary time series to be studied and outputs
the Probability Density Function of that time series and an Innovation Function which is related
to the computation of the Autocorratat Function.After deriving the Marginal Distribution

and Autocorrelation Function from the empirical data, a heuristic search is performed for fitting
the TES model generated data to empirical data. TEStool provides a visual interactive interface
that allows the pragss of finding a goodltting Innovation Function to flow in an intuitive
manner.

Figure 3.3shows a screen captured from TEStool showing the results of finding the Innovation
Function and the validation of the implementation of the TES algorithm in OPN&ftured
screenis only shown for Speex Quality 2 mode However, equivalent results were obtained
for Quality =8 mode.

Using the Innovation function graphicallypresented in Window 4 of Figure 3ahd the
Marginal Distribution shown in Window 3 of the same figure, the implementation of the TES
algorithm described in §7] was incorpoated into OPNET model for theabkgroundtraffic

generator node.

3.1.2 Analysis of the number of speech frames ppacket attribute

The effective bandwidth of a voice stream on a packet switched network is not exclusively
defined by the data rate of tapeectencoderThe size of eachpeectpacket that traverses the
network will have wo components: (1) the voigayload and (2) headers correspondiith

different protocols associated with various network lay€hés last component of the packet
structure is usually referred to as overhead. The overhead is a fixed number of bytes per packet

and its compression isdifficult task B9].
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empirical data and modeled data. Window 4 (bottonrright): Innovation Function.

In VolP communicationshe most common way to mitigate the effect of the overhead in the
bandwidth casumption is to increase theyload / overhead ratio. This can be achieved by
encapsulating more than ospeech frame per packet. Equation $h®&ws agenericway of
calculating bandwidth utilization for any data stream wherBW represents the bandwidth
required,number, . /s. iS the packets per second rate g#d;,. is the size of each packet
expressed in bits.

BW = numberyyi/sec X Pktsize [bps] (3.8)

Both terms on the righside of equatior8.8 can be expressed as a function of the codec

parameterand overhead siz8ased on thisequation 3.&an be redefined as:

BW (numbery, jpie) = Codecrrrate o (OH + (codecsy size X numberfr/pkt)) [bps] (3.9)

number gy it
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In equation 3.9codecs, rqte AN codeCsrgme size are the nominalframes per seconcate
(inverse of the frame duratiomnd the frame size in bits for a particular codespectively.
OH represents the fixed size of the overhef each packetexpressed inbits and
numberys, i 1S @ design parameter that represents the numbsepedchframes that are

encapsulated in each packet.

Figure 3.4illustrates the effects dhcreasingthe number oSpeechrames per peket. Figure

3.4 (top) shows how a desired decrease of the bandwidth is observed as the number of frames
per packet is increased. Howevas, depicted in Figure 3.4 (bottomy encapsulating more

than one frame per packet, an additional effect occurs. An increase M2eheelaycan be
observed with the increase of the number of frames per packet. If considering the generic case
whenn frames are encapsulated per packethaencoder, a delay is introduced while waiting

for then" frame to be produced before the packet can be sent to the lower layers and eventually
transmited through the network. Similarly, in the decoder, the decompression time of the
packet is a functiomf the number of frames per packet. Figure ®dttom) shows a linear
increase in the moutto-ear delay as consequence of the increase in the number of frames per
packet.For the calculation of the increase of the M2E delay, only the factors of eq@ation

that depend on the number of frames per packet have been conshlidérbnally, other
parameters that strongly influence the quality of speech, like packet loss robustnealsomay

be a function othe number o§peectirames per packgq].

For the constructions of the graphs in Figure, 3% following assumptions were taken:
encoding algorithnG.729(codecrrgme size = 80 bits,codecyy rqare = 100 pkt/sec)traffic on
Ethernet link, OH calculated includiregh v.2header, IP header, UDP header and RTP header
(OH = 58 bytes)

Based on the versatility of the results that can be achieved by modifying the number of frames
per packet, this parameter has been included as a configurable attribute in the background

traffic generator node for each of the encoder algorithms implemented.
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3.1.3 Computation of the voice payload size

In Section3.1.1 the methods to compute the frame size have been discussed for each of the
codecs. This process occurs in the application layer of the node. In the simulation sequence, the

next step is to construct the voice payload in order to send thetpgadke lower layers.

The application layempacket has two fields; the first one corresponds with the header of the

application protocol to be used, RTPthis case, and the secondlflecorresponds with the
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encoded voice data itsethe voice payload-igure 3.5 depicts the structure of the application

layer packet carrying speech frames.

RTP Header Voice Payload

(12 bytes) (variable size)

voice voice voice
frame 1 frame 2 () frame n
(x, bytes)| (x, bytes) (x, bytes)

Figure 3.5 Structure of the packet produced in the application layer of the background traffic generator node

Field 1: RTP header
As specifiedin [46], the RTP header is 12 bytes long. Bit alignment and field description is
irrelevant to the background traffic generator, only to model the size of the header is required.

Detailed information can be found 8ection4 of [46].

Field 2: Encoded speech data
Theencoded speech data field is formed by one or more speech frames according to the value

of the attribute fANumber of frames per packet

traffic generator node. In Figure 3.5he generic case af voice frames isshown. More
formally, the size of the encoded speech data filedbeatefined as shown in equation 3f@0

each of the encoding algorithm groups.

numbers, jpre x €0deCs, iz, For fix data rate
] numbers, jppe x AMR_current_modey, g,  For AMR (3.10)
Voice payloadi,, =
n . For Speex
Z fr_size; P
i=i

Where numbery, i represents the value of tieNu mb e r of frames per
codecs, 55 IS the nominal frame size for eaéitied data ratealgorithm; i.e.,80 bytesfor

G.711 10 bytes for G.729, 38 bytes for iLBC20ms and 50bytes for iLBC30ms

AMR _current_modey, s, represents the frame size for the AMR mode that was active before
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the packet was produced, see Table &®fry;,,, is the size of one Speex frame calculated on

frame by frame basis, s€ection3.1.1

3.1.4 Background traffic scalability method

The methodology proposed to achieve speech background tsatlability has been designed
to reflect the nature of VolP traffic. One of the simplest and effective ways to define speech
traffic volume is by the number of conversations. Thereftne, attribute used to create
scalable traffic is Anumber of conversationso.

calls per codec per destination.

To better illustrate, let us take a simple situation where two branch offiaad B arelocated

in different citiesand inteconnected somehow. It is of interest to determine the reason for the
poor subjective quality of the conversations between the two offices. In order to properly model
the problem, the analyst will scrutinize the netwstidtistics for a number of daytnformation

such as thaverage number of calls between the two braneliébe collected. Obviously, as

for any modeling problem, the more detailed the information describing thevoddl system,

the more reliable theesults of the simulation will be. A practical example could be that the
simulation modeller knows that between offis@ndB occuran average divelve G.72%alls

for a certain period of the day. These values aretfed kackgroundtraffic generator nde
collocated inA (and one inB if a conversational speech assessment wants to be obtained) in
order to generate a realistic traffic background for the simulation. As mentioned, OPNET will
natively provide support for other traffic models that could exéftveen branche& and B,

e.g, HTTP, FTP, email.

Finally, for the case of Speex, it is valid to clarify thiatmore than one conversation is
specified to a particular destination, the frame size random variables generated according to

TES model arendependent aomg conversations, as it is imeallife scenario.
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3.1.5 General operation of the simulation of speech background traffic generation
in OPNET

Figure 3.6depicts how the background traffic generator node is integiati@é simulation as

well as the most relevant inputs. The background traffic generator node will receive three types
of input to operate, they are: (1) attributes defined by the modellidgre simulation setup
stage (2) attributes embedded in the simulation and (3) feedbameters obtained from the
simulation. The shape of the traffic generated in this rasdevell as the destinations where
such traffic will be sent are to wefined by these three setioputs. Appendix A presents a

detailed description of the backgralitraffic generation node implemented in OPNET.

In Figure3.7, a flow diagram describes the different stages involved in generating speech
background traffic for the three groups of encoding algoritiaese detailed information
regarding the process of calculating the frame size for each group will be discussed below.

Speech background traffic generation fdixed data ratecodecs

1. The first step of the simulation is the definition of the simulationibaties by the
modeller. The following parameters are defined at this stage:

1.1 In the background traffic generator nodme of the following codec/modes
selected: G.729, G.711, iLB2Omsor iLBC-30ms The selection of the codec will
univocally define thencoded frame siznd frame duration (see Table)3.1

1.2 In the background traffic generator nodes tP address of the destination nade
thenumber ofspeecHrames encapsulated per packet defined (seSection 3.1.2

and AppendiA for more details
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Figure 3.6 Operation of Voice background traffic generator

1.3 In the background traffic generator node, the number of conversations per codec
per destination is entered. Along with some timing settings, the number of
conversations attribute defines tinaffic scalability for each codeaestination.

Using the codec type attribute defined in the simulation setup stage and information

from Table 3.1, the frame size and frame duration for the selected codec are obtained.

Using the number of conversatioaidributes separate independent streams are created,

each one representing a conversation.

For each conversation, using the number of voice frames per packet attribute and based

on equation 3.10, the voice payload size and application layer packet size are

calculated.

The application layer packet is sent down to all other layers and finatigritted

through the simulated networkach packet is potentially exposeddtency, jitter and

packet loss creating the simulation speech background traffic.
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Figure 3.7 Traffic generation chart for each of the encoding algorithm groups encompassingll inputs and
attributes

Speech background traffic generation for AMRIB codec

1. The first step of the simulation is the definition of the simulation attributes by the

modeller. The following parameters are defined at this stage:

1.1In the background traffiogenerator node, AMRIB codec is selectedThe
selection of the codec will define thame duration of 20ms.

1.2 In the background traffic generator nodes tP address of the destination nade
thenumber ofspeecHrames encapsulated per packet deined (seeSection3.1.2

andAppendixA for more details).

1.3 In the background traffic generator node, the number of conversations per codec

per destination is entered. Along with some timing settings, the number of

conversations attribute, defines the tiafcalability for each codegestination.

1.4 In the client node, the RTCP generation frequency is defined in terms of number of

RTP packets received before one RT@#tket is sent back to the background
traffic generator node (s&ection3.1.2 and AppendiA for more details
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1.51In the client node, it is defined if the delay information to be sent back to the
background traffic generator node is that measured from the last received RTP
packet or the average of the last group of RTP packets received since the previous
RTCP packet was sent.

2. Initially, since no information regarding the delay associated with the network path has
been obtained, AMRB will start transmitting in the highest mode (12.2 kbps).

3. The client node, after receiving the number of AR frames defined in step.5,
will generate a control packet that will be sent back to the real voice traffic generator
node. The RTCP packet will offer the real voice traffic generator node updated
information regarding the delay on the path connecting the two nodes.

4. At the reception of the RTCP packet from the Client node, tsckgroundtraffic
generator node updates the M2E parameter based @2tdelay obtained from the
RTCP packeand using equation 3.5.

5. Using Table 3.2and the M2E value obtained in step the frame size forthe
subsequent framéas computed. At the reception of the next RTCP pathketprocess
of adjusting the frame size will be repeated. During the interval between RTCP packets
reception, the frame size is maintainesing the number ofoice frames per packet
attribute and based on equation 3.1e voice payload size and application layer
packet size are calculated.

6. The application layer packet is sent down to all other layers and finally transmitted
through the simulated networkachpacket is potentially exposed ltency, jitter and

packet loss creating the simulation speech background traffic.

Speech background traffic generation for Speex codec

1. The first step of the simulation is the definition of the simulation attributes by the
modeller. The following parameters are defined at this stage:
1.1 In the background traffic generator node, Speex codec is selected (one of the two
modes available)The selection of the codec will define tframe duration of
20ms.
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1.2 In the background traffigenerator nodeh¢ IP address of the destination nade
thenumber ofspeecHrames encapsulated per packet defined (seBection3.1.2
andAppendixA for more details).

1.3 In the background traffic generator node, the number of conversations per code
per destination is entered. Along with some timing settings, the number of
conversations attribute, defines the traffic scalability for each edegtination.

2. According to the parameter entered in step 1.4, a number of traffic streams are
generated.

3. For each conversation independently, a number of frame sizes equal to the parameter
defined in step 1.3 are calculated using the methodology discussed in 3.1.1. Within
each conversation, the frame size variable maintains its autocorrelation even when
framesare encapsulated in different packets. Analogously, the frame size variable is
independent between conversations.

4. Using the number of frames per packet attribute defined in the simulation setup stage
and eqgation 3.10 the voice payload size and the apgtiicn layer packet size are
obtained.

6. The application layer packet is sent down to all other layers and finally transmitted
through the simulated network. Each packet is potentially exposed to latency, jitter and
packet loss creating the simulation speleatkground traffic.

3.2 Simulation of real speech traffic in OPNET

From the perspective of simulation theory apdnciples P1], in a typical simulation
environment for existing systems the use of real data may play an important role on the
verification process of a model. Once the model is built to depict avoeld system, actual

data can be fed to the model and the output emetpto the output of the real system to the
same input. The results of the comparison can be used as information describing the correctness

of the assumptions, parameters and general structure of the model.

For systems in design stage, the possibilityinjecting real data to the simulation is also
appealing, adding a new dimension to the simulation results. Particularly interesting is the case
when, like audio or video, the effects of network impairments over a voice stream can be better

appreciated ira subjective mode. The ways to objectively quantify speech quality have been
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numerous 22, 60, 63, 64] and still remains an area of research; it is difficult to determine in

which magnitude certain degradation of the data stream will affect the way hperaes/e

the speech quality. Note, froBection2.2.], that every speech quality assessment algorithm

uses as a referencesabjective assessment madegually ITUT P.800[53]. Thewhatwould

it-soundlike feature added to OPNET considerably improvespwer of speech simulation in

this platform.

3.2.1 Encoding algorithms used in real speech simulation and licensing details

In order to find the set of algorithms to be integrated into the real voice traffic generator node, a

study was performed to assethe popularity of each codec and the availability of source code

with the appropriate licensing that allows modification and therefore the addition to our

OPNET model. The results lead us to the implementation afoitiecanentionedbelow.

G.729

e G.711 Alaw (Packet loss concealment (PLC) anePidC)
e G.711 plaw (PLC and nePLC)
e iLBC (20 ms and 30 ms)

e AMR-NB

Table 3.3Properties of the encoding algorithms used ithe real voice generator node

Codec Sampling Frame Input fr . | Output | PLC | Output data
rate [Hz] | duration [ms] [B] fr.[B] rate [kpps]
G.729 8,000 10 160 10 Yes 8
G.711 (PLC) 8,000 10 160 80 Yes 64
G.711 (nePLC) 8,000 10 160 80 No 64
iLBC-20 ms 8,000 20 320 38 Yes 15.20
iLBC-30 ms 8,000 30 480 50 Yes 13.33
AMR-NB 8,000 20 320 variable | No 4.7512.20

Table 3.3 refers to the main technical specifications of the endededer applications used in

the real speech generation module (Seetion3.2.5 for more details). Licensing details for all

codec applications used can be foun8ention2.1.4.
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Note that Speex algorithm is not included in the set of codecs implemented in the real speech
traffic generator model. Speex controls the data rate based on the statistical properties of the
original analog audio file (see Section 2.1.3rf@re details). In order to integrate Speex to the

real speech traffic generator model, the input audio file needs to be encoded before the
simulation starts and the frame size for each frame extracted from the encoding process. This
procedure implies thahodifications need to be applied to the Speex encoder source code to
ensure that an ASCII file containing frame size for each speech frame is generated along with
the encoded audio file. However Speex is a free and open source codec, the source ade for th
implementations available do not compile successfully in any of the compilers attefripged.
inclusion of Speex algorithm to the real speech traffic generator model will be suggested in

Section 5.3 as future work to this thesis.

3.2.2 Playout buffer(De-jitter buffer)

The E2E delayof packet transmission is of paramount importance in the implementation of a
voice network. Adequat®oSmust be maintainedduthorsin [92] definej i t t er as A a
of time between when a packet is expected to arriveioe n it actually does
cause of jitter in packet switched network is determined by the queuing variations and caused
by the randomness of network traffic. In addition, the nature of a packet switched network
implies that packets of thersa stream can traverse the network using different paths, the less
cost paths according to the routing algorithms used and the present network loads. The fact that
packets arrive out of sequence is a common problermtiggs involved in redime traffic

have to face in packet switched networks.

The most common approach to removing jitter is a playout buffer, sometimes called jitter or de
jitter buffer. The playout buffer is implemented in the nodene the media will be played and
sometimes in interméate media gateway$. could be hardware or software (embedded in the
decoder) implemented.he principle of dgitter using a buffer consists in holding the packets
long enough as to permit the slowest packet to arrive in time. It can be oodastading a
tolerance to the expected arrival time, solving at the same time the problem of out of sequence

packets.

me

a l
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Reports[93, 94, 95] can be found on the subject of playout buffer size optimization. Defining
the optimal buffer size deals with the corilig goals of minimizing overall delay and
removing jitter. The bigger the playout buffer the larger the jitter values that can be
compensated but this occurs at the cost of increasing th&gEalelay with a direct impact in

the conversational interagty. In the reviewed literature, the universally accepted way to
approach buffer size optimization seems to be focused in dynamic playout buffer size. Some of
these optimizations algorithms have yield better results depending of the jitter levebme., s

will work better in low jitter conditions and some others perform well for severe jitter

environments.

For this thesis only constant buffer size is available in the client node and it is defined as a user
input parameterAlso, the buffer size is defed as the duration in milliseconds that the audio
frames are delayed before they are accepted as received. Depending on the codec, more
specifically on the nominal frame duration of each codec, a conversion is made from time in
milliseconds to number dfames to be compensated. For instance, if the playout buffer defined

is 100 milliseconds, for G.729, 10 frames will be stored in the buffer before they are played
out; for AMR-NB, only five frames are compensated and for iLB@ns, only three frames are

stored before playing them out (see Appendix A for more details) .

3.2.3 General operation of the simulation of real speech traffic generation in
OPNET

The present section will discuss the procedure followed in order to integrate real voice to an
OPNET simulation.Appendix A presersta detailed description of the real speech traffic

generation node implemented in OPNET.

For simplicity of thethesis it will be assumed as irrelevant to the research the manipulations
with headerless (RAW) audio files; e.g., obtaining RAW audio files, playing back a RAW

audio file etc.

As for the background traffic generator, a very important component of the simulatio® of

real voice traffic generator lies on the procedures to find the frame size and the frame duration
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for each codec simulated. Two different methodologies are used to perform such a task. Their

difference is associated to the nature of the output d&ta rat

Real speech traffic simulation fofixed data ratecodecs

The simulation sequence and principles for the integration of voice data encoded usig one

the fixed data ratealgorithms integrated to the real voice traffic generator node will be

explainal step by step in the current subsection. Interaction among the integral sniule

clearly depicted in Figure 3.8

1.

3.

The first step of the simulation is the definition of the simulation attributes by the
modeller. The following parameters are defined st shage:
1.1 It is assumed that one of the following codec/modes is selected: G.729, G.711 A
law (PLC or nePLC), G.711 glaw (PLC or nePLC), iLBC 20ms or iLBC 30ms.
The selection of the codec will univocally define the input frame size, encoded
frame sizeand frame duration (see Table)3.3
1.2 Also, in the presimulation settings, the size of the playout buffer in the cliedeno
will be defined (se&ection3.2.2.
1.3 The name of the real audio file is specified.
1.4 The IP address of the destination node is entered.
Using information from Table 3.3, which matches codec type with input frame size, the
number of audio frames to be simulated is obtained from the original RAW audio file
(seeAppendix A formore detail).
As many frames as obtained in step 2 and with size equivalent to the encoded frame
size as specified iable 3.3are sent through the simulated network to the destination
IP address specified in step 1.3. Each packet is potentially exposed to latercgng
packet loss. Note that real data contained in the audio file is not used in the simulation,

only the size of the frames is simulated and dummy frames are transmitted.
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Figure 3.8 Block diagram of the real voice simulation in OPNET forfixed datarate codecs

4. Depending on the simulation configuration all or some frames will arrive to the client
node. Furthermore, for the client node, not all the frames that arrive are considered
received Forareaktime stream, the latency of the packets is clitita packet arrives
at a later time than the instant when the decoder is supposed to process it, the frame or
frames contained in the packet will be dropped. The client node will define if a frame
that arrived is consideregceivedbased on the size te playout buffer specified in
step 1.2, the frame duration and the arrival time of the first frameAfgaendix A for
more detail). The client node generates an ASCIl file that contains the precise
information of whether each frame weeceivedor not. This file will be referred to
from now on as traffic mask.

5. Also in the client node, calculations of MOS are performed as the frames are received.
E2E delay is calculated from the timestamps in the frames and packet loss rate is
updated as the simulatigrogresses (seégpendixA for more information).

6. At the end of the simulation a report ASCII file is generated containing the following

information: selected codec, number of frames transmitted by the real voice traffic





















































































































































































































