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Coverage Protocols for Wireless Sensor Networks:
Review and Future Directions

Riham Elhabyan, Wei Shi, and Marc St-Hilaire

Abstract: The coverage problem in wireless sensor networks
(WSNs) can be generally defined as a measure of how effectively
a network field is monitored by its sensor nodes. This problem has
attracted a lot of interest over the years and as a result, many cov-
erage protocols were proposed. In this survey, we first propose a
taxonomy for classifying coverage protocols in WSNs. Then, we
classify the coverage protocols into three categories (i.e., coverage-
aware deployment protocols, sleep scheduling protocols for flat net-
works, and cluster-based sleep scheduling protocols) based on the
network stage where the coverage is optimized. For each category,
relevant protocols are thoroughly reviewed and classified based on
the adopted coverage techniques. Finally, we discuss open issues
(and recommend future directions to resolve them) associated with
the design of realistic coverage protocols. Issues such as realistic
sensing models, realistic energy consumption models, realistic con-
nectivity models and sensor localization are covered.

Index Terms: Coverage protocols, energy consumption, literature
review, sensing models, survey, wireless sensor network (WSN).

I. INTRODUCTION

WIRELESS sensor networks (WSNs) have attracted signif-

icant attention from the research community and indus-

try in the last few years. The main reason for the recent re-

search efforts and rapid development of WSNs is their potential

application in a wide range of contexts including military op-

erations, environment monitoring, surveillance systems, health

care, and public safety [1], [2]. These applications require the

deployment of a number of sensors to cover a given region of

interest (ROI) in the network field. Although sensor nodes can

work autonomously, they can also work collaboratively to moni-

tor the physical parameters of an environment. Sensor nodes can

sense the environment, communicate with neighboring nodes,

and in many cases, perform basic computations on the data be-

ing collected [3], [4]. These features make WSNs an excellent

choice for many applications [2] running in environments that

are hazardous for human presence.

The coverage problem is one of the fundamental problems in

WSNs as it has a direct impact on the sensors energy consump-

tion and the network lifetime [5]. The coverage problem can

generally refer to how to monitor the network field effectively.
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There are several ways to classify the coverage problems in

WSNs. Coverage problems can be classified, according to the

frequency of network field monitor, into either continuous cov-

erage problems or sweep coverage problems. Continuous cov-

erage problems can be further classified, according to the region

of interest for monitoring, into three types: Area coverage, point

coverage, and barrier coverage. Furthermore, coverage prob-

lems can be classified, according to the required coverage de-

gree, into either 1-coverage problems or k-coverage problems.

On the other hand, coverage protocols can be classified based

on the connectivity requirement, to either connectivity aware

coverage protocols or non-connectivity aware coverage proto-

cols. Furthermore, coverage protocols can be classified, accord-

ing to the adopted algorithm characteristics, into either dis-

tributed protocols or centralized protocols. Centralized cover-

age protocols can be further classified into either evolution-

ary algorithm (EA) based protocols or non-EA based proto-

cols. Moreover, coverage protocols can be classified accord-

ing to the system model of the network. There are four fea-

tures under the system model: Sensor location awareness (aware

or unaware), sensor mobility models (static, mobile or hybrid

of both), sensor deployment models (deterministic or random),

and sensor sensing model. Sensing models are broadly classi-

fied, based on the sensing ability, into two types: Determin-

istic sensing models and probabilistic sensing models. Sens-

ing models can also be classified, based on the direction of the

sensing range, into either directional sensing models or omnidi-

rectional sensing models. Coverage protocols can also be clas-

sified based on when the coverage optimization happens, i.e.,

into either coverage-aware deployment protocols, when cover-

age optimization happens before the deployment stage, or sleep

scheduling protocols, when coverage optimization happens after

the deployment stage. Sleep scheduling protocols can be further

classified, based on the network topology, into either cluster-

based sleep scheduling protocols or sleep scheduling protocols

for flat networks. A detailed description of the various dimen-

sions of the classification discussed above is given in Section II.

Fig. 1 shows the taxonomy for classifying coverage protocols in

WSNs.

A. Related Reviews

Several survey papers related to the coverage issue in WSNs

exist in the literature. However, to the best of our knowledge,

none of the existing studies analyze, review and provide a clear

description of all features that cover all factors as well as clas-

sify the coverage problems in its entirety. Most of these surveys

focus on a subset of features for classifications and overlook the

others. In the next paragraphs, we briefly discuss the content of

each survey paper and we highlight how this survey is different

1976-5541/19/$10.00 c© 2019 KICS
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Fig. 1. Taxonomy for classifying coverage protocols in WSNs.

and more comprehensive than the previous ones.

A specific review of energy-efficient coverage protocols in

WSNs is done in [6]. In this review, the authors present the ba-

sic knowledge of the coverage problem in WSNs. The reviewed

coverage protocols are broadly classified based on the protocol

characteristics (distributed vs. clustered) and the sensor nodes

location information (location-aware vs. location-unaware). The

review considers area coverage protocols only, for both deter-

ministic sensor nodes deployment and random sensor nodes de-

ployment. Finally, the review focuses on coverage protocols that

use static nodes only and that are based on the boolean sensing

model (a detailed sensing model classification is presented in

Section II.C).

The relationship between coverage and connectivity in WSNs

is analyzed in [7]. In this review, the coverage protocols are

classified into three categories: Coverage deployment strategies,

sleep scheduling mechanisms, and adjustable coverage radius

protocols. This survey however, mainly focuses on coverage

protocols that adopt the boolean sensing model.

A comprehensive survey on barrier coverage in WSNs is

given in [8]. The reviewed barrier coverage protocols are mainly

classified into two categories: Barrier coverage for static sen-

sor nodes and barrier coverage for mobile sensor nodes. The

protocols are further classified based on the following criteria:

the sensing range direction (omnidirectional vs. directional), the

sensing model (boolean, probabilistic and full-view), and the

coverage requirement (weak k-barrier coverage vs. strong k-

barrier coverage). Moreover, several optimization problems in

barrier coverage are studied.

Another review of barrier coverage is given in [9]. However,

the focus of this review is barrier coverage for directional sensor

nodes only. The examined protocols are classified, based on

the coverage requirement, into four categories: Strong barrier

and weak barrier, 1-barrier and k-barrier, worst and best-case

coverage and exposure path coverage, and any-view coverage

and full-view coverage.

In [10], the coverage issue is discussed as a topology control

technique in WSNs. The studied coverage protocols are classi-

fied into three categories respectively: Area coverage protocols,

barrier coverage protocols and sweep coverage protocols. Area

coverage protocols are further classified based on the types (i.e.,

static, mobile or hybrid) of sensors available in the WSNs and

the coverage requirement (1-coverage or k-coverage). More-

over, barrier coverage protocols are studied for both determinis-

tic and probabilistic sensing models.

The author of [11] presents a brief survey on k-coverage

problems and protocols. The protocols were mainly classified,

into two categories: k-coverage verification protocols and sleep

scheduling protocols for k-coverage problems.

A review of EA-based sleep scheduling protocols is given

in [12]. The authors highlight the main reasons behind adopt-

ing EA in sleep scheduling protocols. Moreover, the reviewed

sleep scheduling protocols are classified, based on the EA they

adopted, into four categories: Swarm intelligence (ant colony
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Table 1. A comparison between the related reviews and our review, in terms of

different dimensions of the surveyed protocols.
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optimization (ACO), particle swarm optimization (PSO), and

pulse-coupled biological oscillators (PBO)) protocols, genetic

algorithms (GA), differential evolution (DE), cellular automata,

and protocols which uses other types of EAs.

In this paper, we first present a list of features and their val-

ues, with which we develop a taxonomy for classifying coverage

protocols in WSNs comprehensively. We then review a broad

range of coverage protocols conceived in WSNs, mainly catego-

rized into the following three groups: Coverage aware deploy-

ment protocols, sleep scheduling protocols for flat networks, and

cluster-based sleep scheduling protocols. For each group, we

compare different coverage protocols on their features identi-

fied in Fig. 1. Table 1 highlights the main differences between

the aforementioned review papers and ours in terms of features

discussed.

B. Our Contributions

In this paper, we discuss a wide range of coverage problems

and coverage protocols. The objective of this review is to pro-

vide a better understanding of different classifications of cover-

age protocols in WSNs and to stimulate new research directions

in this area. More specifically, we discuss and compare coverage

protocols in various sensing models, which includes a realistic

sensing model that reflects the radio irregularity in WSNs. Our

contributions are four-folds:

• We present a broad discussion and a clear classification of

various coverage protocols conceived in WSNs.

• We provide an in-depth review of the up to date protocols

designed to solve different coverage problems.

• We give a thorough discussion on the open issues associated

with the design of realistic energy-efficient coverage proto-

cols for WSNs.

• We recommend potential future directions to solve some un-

realistic assumptions that were assumed by many of the pre-

viously proposed protocols.

C. Paper Organization

The remainder of this paper is organized as follows. Sec-

tion II gives the necessary background knowledge about the cov-

erage problems in WSNs. From Section III to Section V, we

Table 2. List of acronyms.

Acronym Description
WSNs Wireless sensor networks

ROI Region of interest

POI Point of interest

EA Evolutionary algorithm

ACO Ant colony optimization

PSO Particle swarm optimization

PBO Pulse-coupled biological oscillators

GA Genetic algorithm

DE Differential evolution

CA Cellular automata

DE Differential evolution

BS Base station

CH Cluster head

NP Non polynomial

OCP Optimal coverage problem

DSC Disjoint sets of covers

PDR Packet delivery rate

LQI Link quality indicator

RSSI Received signal strength indicator

MCSDP Maximum coverage sensor deployment problem

MOEAD Multi-objective evolutionary algorithm (EA)-based on decomposition (MOEA/D)

present related work on coverage protocols based on the network

stage where the coverage is optimized. The reviewed protocols

are classified into three categories: Coverage-aware deployment

protocols, sleep scheduling coverage protocols for flat networks,

and cluster-based coverage protocols. Section VI provides a de-

tailed discussion of the open research issues to be tackled. The

discussion covers the following four directions:

• Realistic sensing model

• Realistic coverage-aware clustering protocols

• Realistic connectivity model

• Sensors localization

Finally, Section VII concludes this paper and highlights future

research directions.

II. PRELIMINARIES

In this Section, we give the necessary background knowledge

about the coverage issue in WSNs. First, we discuss the differ-

ent design factors in developing coverage protocols. Then, we

present three different types of coverage problems in WSNs. Fi-

nally, we outline different sensing models that are used to model

the sensor coverage in WSNs.

A list of acronyms used in this paper is displayed in Table 2.

A. Design Factors

There are several design factors that have a direct impact on

developing coverage protocols for WSNs.

A.1 Coverage Degree

In its simplest form, coverage means that every point in a ROI

is monitored by (i.e., within the sensing range of) at least one

sensor. This is referred to as 1-coverage problem. A more gen-

eral form is the k-coverage problem, where each point in a ROI

should be monitored by k or more sensors. We also say that

the coverage degree of a k-covered WSNs is k. A k-coverage

WSNs is desired in certain applications, such as intrusion detec-

tion applications and military applications, because it provides

redundancy and therefore enables fault tolerance and stronger

monitoring. The coverage degree is considered as one of the

main application coverage requirements [5].
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A.2 Sensors Deployment Models

The sensors deployment model is an important design crite-

rion for designing energy-efficient coverage protocols in WSNs.

Depending on the application requirements, sensor node deploy-

ment can be either random or deterministic [13].

Random deployment is normally adopted in large-scale ap-

plications, where the sensor nodes are scattered randomly into

the network field. For instance, sensors can be dropped from

an airplane to a remote and hard-to-access area [14]. Random

deployment is more applicable in dangerous and inaccessible

environments.

Deterministic deployment is commonly adopted in small to

medium-scale applications, where the number and position of

the sensor nodes can be predetermined in advance. The sensors

can be deployed either manually or by robots. A regular and

symmetric deployment/placement pattern is usually adopted in

such deployment methods. Deterministic deployment is suitable

only in controlled and human-friendly environments.

A.3 Algorithm Characteristics

The algorithm adopted by the coverage protocols can be clas-

sified into distributed algorithms or centralized algorithms. In

distributed algorithms, each sensor node in the network makes

a decision about its working mode based on its neighbors’ in-

formation. Centralized algorithms, on the other hand, require

each sensor node to forward its data to a central unit, like a base
station (BS). Furthermore, most of the coverage problems were

defined as NP-hard optimization problems [5], [15]. EAs have

been used to solve such problems [12], [13], [16], [17].

B. Coverage Problems in WSNs

Coverage problems can be classified, based on the frequency

of monitoring the network field, into continuous coverage prob-

lems or periodical coverage problems. Moreover, there are other

WSNs problems which can affect or get affected by the coverage

problem.

B.1 Continuous Coverage Problems

Continuous coverage problems arise in many WSNs applica-

tions that require continuous monitoring of the network field.

These problems can be further classified, based on the monitor-

ing requirements, into three types: Area coverage, point cover-

age, and barrier coverage.

Area/blanket coverage problems arise when the whole sensor

field needs to be monitored. In other words, every single point

of the network field should be within the sensing range of at

least one sensor node. On the other hand, point/target coverage

problems are related to monitoring a set of targets or points of in-

terests (POI). Different from area coverage and point coverage,

barrier coverage is not concerned with monitoring either the en-

tire ROI or any POI. Instead, barrier coverage is to monitor only

the borders of a ROI to detect intruders [5], [8].

B.2 Periodical/Sweep Coverage Problems

There are typical applications where only periodic monitor-

ing is sufficient for a certain set of POIs. Sweep Coverage is

introduced for such applications. In sweep coverage, the entire

field may not be covered all the time. A number of mobile sen-

sor nodes moving within the network field are used to collect

data about the POIs and deliver it to a central processing unit,

like a BS. Using a combination of static and mobile sensors in

sweep coverage is more effective. When static sensor nodes de-

tect these POIs, they record the data locally so that it can be later

retrieved by mobile sensor nodes within a delay bound [18]. The

main goal of the sweep coverage problem is to minimize the

number of mobile sensor nodes used and guarantee sweep cov-

erage for a given set of POIs [19], [20].

B.3 Coverage-related Problems

The connectivity problem is concerned with finding direct or

indirect high-quality and energy-efficient communication links

between the sensors to a BS. Such list of links would provide ef-

ficient and reliable transmission of data. However, coverage so-

lutions can not guarantee network connectivity. Therefore, both

the coverage and the connectivity issues should be jointly inves-

tigated to ensure proper deployment.[21]–[22]. The deployment

is another important problem in WSNs that deals with finding

the optimal sensors placement pattern that fulfills both coverage

and connectivity requirements.

Cluster-based routing provides an efficient approach to re-

duce the energy consumption of sensor nodes and maximize the

lifetime and scalability of WSNs. Finding the optimal clusters

while considering the coverage optimization of the network may

lead to more energy-efficient solutions for WSNs. [23], [24].

C. Sensing Models

In WSNs, each sensor node has a limited sensing range, and

hence can only cover a limited physical area of the network field.

Sensing models are abstraction models that are used to reflect

the sensors’ sensing ability and quality [25]. The sensing mod-

els can be classified, based on the direction of the sensing range,

into either directional sensing models or omnidirectional sens-

ing models. Moreover, sensing models are broadly classified,

based on the sensing ability, into two types: Deterministic sens-

ing models and probabilistic sensing models.

C.1 Directional Sensing Model

In directional sensing model [26], [27], each sensor has a

finite angle of view and cannot sense the whole circular area

around it. Directional sensor nodes may have several working

directions and may adjust their sensing directions during their

operation. In this model, the sensing area, also known as the

field of view, is a sector described by four parameters L,R, V, α,

where L is the sensor node position, R is the sensing radius, V
is the working direction and α is the angle of view. A point Q
is said to be covered by a directional sensor S if and only if the

following conditions are met [26]

• d(L,Q) ≤ R where d(L,Q) is the Euclidean distance be-

tween the points L and Q and

• The horizontal angle of
−→
LQ is within [−α, α]

Infrared, ultrasound, and video sensors are such examples of

directional sensors.
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C.2 Omnidirectional Sensing Model

Omnidirectional sensing model is a special case of directional

sensing model [27] where α = 360◦. Omnidirectional sensors

cover a unit of a circle and they have only one working direction.

Many legacy sensor nodes equipped with temperature, humidity,

and magnetic sensors are omnidirectional sensors.

C.3 Boolean Sensing Model

Boolean (deterministic/disk) sensing model is the simplest

and most commonly used sensing model [28]. In this model,

if a point (or event) P in the network field is located within the

sensing range R of sensor node S, then it is assumed that P is

covered/detected by S. The sensing area of S is defined as a

disk centered at S with a radius of the sensing range R.

In this model, the coverage function, C(S, P ), of sensor node

S and point P is given by the following equation:

C(S, P ) =

{
1, if d(S, P ) ≤ R;

0, otherwise,
(1)

where d(S, P ) is the Euclidean distance between sensor node S
and point P .

C.4 Probabilistic Sensing Models

The probabilistic sensing model was firstly proposed by [29]

as a more realistic extension of the boolean sensing model. This

model was motivated by the fact that sensor detections are usu-

ally imprecise and the quality of sensing gradually decreases

with increasing distance away from the sensor [30]. Therefore,

the coverage function, C(S, P ), needs to be expressed in proba-

bilistic terms. The probabilistic sensing model is further classi-

fied into two models: The Elfes sensing model and the shadow

fading sensing model.

C.4.a The Elfes Sensing Model. Two sensing radii are de-

fined in the Elfes sensing model [31], Rmin and Rmax where

Rmin defines the starting of the uncertainty in the sensor de-

tection. If a point (or event) P in the network field is located

within the sensing range Rmin of sensor node S, then it is as-

sumed that P is definitely covered/detected by S. If point P is

located beyond the sensing range Rmax, then it is definitely not

covered/detected by S. Otherwise, point P is covered/detected

by S with probability p. The coverage function, C(S, P ), is

given in the following equation:

C(S, P ) =

⎧⎪⎨
⎪⎩
1, if d(S, P ) ≤ Rmin;

p = e−λ(d(S,P )−Rmin)
γ

, if Rmin < d(S, P ) < Rmax;

0, if d(S, P ) ≥ Rmax,

(2)

where the λ and γ parameters are adjusted according to the

physical properties of the sensor. It should be noted that the

Elfes sensing model is considered a more general model, where

it becomes a boolean sensing model when Rmin = Rmax.

C.4.b The Shadow Fading Sensing Model. In the aforemen-

tioned sensing models, the sensing radius of a sensor node has a

constant value in all directions around it. Therefore, its sensing

ability depends only on the distance between the sensor node

and the point of interest. However, obstructions in the network

S

R

(a)

S
Rmin

Rm
ax

(b)

S

Rm
ax

(c)

Fig. 2. The shape of the sensing area for different sensing models: (a) De-
terministic sensing model, (b) Elfes sensing model, and (c) shadow fading
sensing model.

field, such as buildings, railway track, power stations and mines,

result in extra loss and more variation in the received signal

power of both the sensing signal and the signal emitted from

targets or events. Moreover, the sensing ability of a sensor is

non-uniform and asymmetric in all directions around the sensor

due to their hardware configuration and software implementa-

tion. Therefore, the sensing radius of a sensor node should not

be modelled uniformly in all directions since signals from dif-

ferent directions, corresponding to different propagation paths,

suffer from different amounts of shadowing loss. The variations

in the received signal strength due to obstructions in propagation

path is known as shadowing.

The shadow fading sensing model given in [32] is the first

model to consider the impact of the shadowing effects on the

coverage problem in WSNs. In this model, the coverage func-

tion, C(S, P ), represents the probability that sensor S cov-

ers/detects P in a shadowed environment. This coverage prob-

ability depends on the shadowing fading parameter σ, the Eu-

clidean distance d(S, P ) between sensor node S and point P
as well as an average sensing radius R̄. The coverage function,

C(S, P ), is given by the following equation [32], [33]:

C(S, P ) =
1

A

∫ Rmax

0

Q(
10β log10(

d(S, P )

R̄
)

σ
)× 2πd(S, P )dr,

(3)

where β denotes the signal power decay factor and Rmax de-

notes the maximum practicable sensing range. dr is a small

increment in distance d(S, P ) which represents a small differ-

enece in the distance due to the sensor size. More details about

these variables or how to calculate R̄ can be found in [32] and

[33]. Fig. 2 illustrates the shape of the sensing area for the

aforementioned sensing models.

In this survey, we classify coverage protocols, based on

the network stage where the coverage is optimized, into either

coverage aware deployment protocols or sleep-scheduling pro-

tocols. Sleep-scheduling protocols are further classified, based

on the network topology, into either cluster-based sleep schedul-

ing protocols or sleep scheduling protocols for flat networks, as

shown in Fig. 1. The following three sections give a detailed

review of such protocols.

III. COVERAGE-AWARE DEPLOYMENT PROTOCOLS

Coverage-aware optimal sensors deployment can be defined

as the process of determining the optimal locations of sensors in
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a network field such that the coverage requirement of an applica-

tion is met. The coverage hole problem, which refers to finding

regions that are not covered by any sensor, is a sub-problem of

deployment protocols [34]. Mobile sensors are used to solve

such problem by adapting their position in order to fill up sens-

ing holes and eventually increase the area coverage [35]. The

maximum coverage sensor deployment problem (MCSDP) is an

example of deployment problems that aims at finding the min-

imum number of sensors to achieve maximum coverage of the

surveillance area. Most deployment problems are NP-hard prob-

lems with many conflicting objectives. Therefore, centralized

evolutionary approaches are often used to solve various deploy-

ment problems [13], [16], [17].

A PSO-based deployment algorithm, PSODA, is proposed in

[36] to solve the deterministic deployment problem for point

coverage in WSNs. In PSODA, the MCSDP is modelled as a

constrained optimization problem and the main objective of the

algorithm is to minimize the number of sensors while satisfying

the coverage constraints for all the target points. The ROI is di-

vided into small cells and the center of each cell is a potential

position for a sensor. PSODA contains one binary 0/1 decision

variable for each position in the network area where the value of

1 indicates that a sensor should be deployed at this position and

0 indicates the opposite. The fitness function uses a weighted-

sum approach that combines two sub-objectives: The first one is

used to minimize the number of sensors to be deployed and the

second one is used to minimize the dissatisfaction of the cov-

erage constraints.PSODA assumes that the sensors follow the

Elfes sensing model and all the sensors are static and homoge-

neous. A modified PSO which uses a new position updating pro-

cedure for a faster convergence was adopted to solve the prema-

ture convergence problem of traditional PSO. Although PSODA

was primarily developed to solve the point coverage problem, it

can be adopted for applications that require full area coverage.

It should be noted that the PSODA protocol does not consider

the connectivity between the sensors and the BS.

A constrained Pareto-based Multi-objective Evolutionary Ap-

proach, CPMEA, is proposed in [16] to solve the deterministic

deployment problem in WSNs. Unlike PSODA, CPMEA treats

the coverage requirement as an objective rather than a constraint.

Moreover, CPMEA aims at maintaining the full connectivity

between each sensor node and the BS by modelling the con-

nectivity requirement as a constraint. CPMEA uses the Pareto-

dominance concept to formulate the objective functions. The

main objective is to find more than one Pareto-optimal sensor-

layouts that can maximize the coverage and lifetime simultane-

ously while maintaining full connectivity between the sensors.

The decision variables in CPMEA represent the desired posi-

tions of the sensor nodes. However, instead of generating a col-

lection of random layouts without considering the connectivity,

the initial population is generated in two steps. The first step

consists of generating a number of random tree topologies that

connect the BS to the sensor nodes. Then in the second step,

the positions of sensor nodes are randomly generated based on

the BS position and the tree structure. CPMEA assumes that

the sensors follow the boolean sensing model and all sensors are

static and homogeneous.

A GA-based deployment protocol was proposed in [17] to

ensure both coverage and connectivity of a given set of targets.

The goal of the protocol is to select the minimum number of the

potential positions for the sensors such that two requirements

are met: k-coverage and m-connectivity. The objective function

was defined as a weighted-sum of three scaled sub-objectives:

Minimizing the number of deployed sensor nodes, maximizing

the total achieved coverage and maximizing the connectivity.

Each individual in the GA population has a length equals to the

number of the potential positions of the sensors. Each gene can

have a value of either 1 or 0 to indicate whether a sensor should

be installed at that location or not. [17] assumes that the sens-

ing range is equal to the communication range and all sensors

follow the boolean sensing model. It is also assumed that all the

sensors are static and homogeneous.

Another approach for solving the sensors deployment prob-

lem in WSNs is to find an optimal deployment pattern. In this

approach, it is assumed that the ROI is divided into virtual grids

and every sensor is deployed at the intersection points of the

grid. The grid shape can either be square, triangle, hexagon, etc.

The goal of the deployment protocol is to estimate the pattern

(grid shape) and the optimal distance between the sensors. For

example, the authors in [37] developed a protocol to address the

problem of finding a regular node deployment pattern that uses

the minimum number of sensors to provide k-coverage and m-

connectivity. The main idea of the proposed protocol is to find a

deployment pattern that satisfies three conditions: The network

area is k-covered, the sensor nodes are m-connected, and the

number of deployed sensors is minimized. The main goal of this

protocol is to estimate the locations and the optimal distance be-

tween sensors for three different deployment patterns: Triangle,

square, and hexagon. The protocol then chooses the deployment

pattern to be used to deploy minimum number of sensors while

meeting the coverage and connectivity requirements. The pro-

tocol assumes a boolean sensing model and all sensors are static

and homogeneous.

Another approach for coverage-aware deployment is to de-

ploy and reposition mobile sensors to meet the coverage require-

ment of a certain application. MobiBar [38] is a protocol of such

design that is proposed for barrier coverage applications. Mo-

biBar is a distributed deployment protocol that utilizes mobile

sensors to construct k distinct complete barriers and hence pro-

vides k-barrier coverage. The goal of MobiBar protocol is to

achieve a final deployment that provides the maximum achiev-

able barrier coverage by repositioning the mobile sensors. The

authors of MobiBar defined a baseline as the line that is par-

allel to the border of the network area to which other barriers

should be constructed parallel to it. MobiBar assumes that sen-

sors located on adjacent barriers are able to communicate. These

connected barriers are referred to as the connected barrier com-

ponent. Each barrier in MobiBar has a priority which decreases

as the distance between the baseline and the barrier increases.

Initially, all sensors move towards the baseline to increase the

connectivity of the network. The first sensor to reach the base-

line elects itself as a leader of the connected barrier component.

Then this leader chooses at most four neighbor sensors, each of

which move to an adjacent barrier position. Precedence is given

to barriers with higher priorities. In turn, each of these newly

relocated sensors repeat this process to at most four of its neigh-
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bor sensors. If a relocated node couldn’t find enough neighbor

sensors to ask to relocate, it keeps performing a limited multi-

hop search till it finds one or more. A relocated sensor may

reposition itself only to a barrier with a higher priority if it de-

tects one. Newer barriers are then merged into older barriers by

repositioning the sensors in the new barrier to the vacant posi-

tions of the older barrier. At the end, a single connected barrier

is constructed. All sensor nodes in MobiBar are mobile and it

also assumes a boolean sensing model for sensing as well as a

perfect disk model for communication.

A mobile sink (MS) based coverage optimization and link-

stability estimation routing (MSCOLER) protocol was proposed

in [39] to i) restore the coverage and ii) prevent transmission

faults in the network. MSCOLER operates in two phases. In the

first phase, MSCOLER uses a grid-based firefly simulated an-

nealing (GFSA) to move the mobile sensors near the coverage

holes. In order to do so, the network area is divided into grids

and each cell in this grid needs to be monitored by at least 1

sensor. The coverage problem is modeled as a nonconstrained

optimization problem with the goal of maximizing the cover-

age ratio. Firefly simulated annealing (FSA) is then used to

solve this problem by finding the optimal locations of the mo-

bile sensors to restore the coverage holes. In the second phase

of MSCOLER, a link stability estimation routing (LSER) algo-

rithm is used to find the optimal relay sensors to forward the

data to the BS. The optimal links are found by minimizing three

link quality indicators: The expected transmission time (ETX),

the received signal strength indicator (RSSI ), and the link qual-

ity indicator (LQI). The authors assume a binary sensing model

and the first order energy consumption model. All sensors are

homogenous, mobile and location-aware.

Table 3 shows a comparison between the coverage aware de-

ployment protocols discussed above.

IV. SLEEP SCHEDULING PROTOCOLS FOR

FLAT NETWORKS

In WSNs, sensors can be deployed randomly and in high den-

sity to ensures higher coverage. The random deployment of sen-

sors may result in several close-located (redundant) sensors cov-

ering the same area and therefore causing unnecessary energy

consumption. Activating only the necessary sensors at any par-

ticular moment can save energy. The optimal coverage prob-

lem (OCP) in WSNs is defined as finding the fewest number

of sensors to monitor a given area while maintaining the cover-

age ratio requirement of the application. The main approach to

solving such problem is to employ sleep scheduling protocols, in

which redundant sensors are scheduled to be asleep/deactivated

alternately to minimize energy consumption, and hence increase

the overall network lifetime while meeting the coverage require-

ment.

A distributed and localized sleep scheduling protocol called

coverage maximization with sleep scheduling (CMSS) protocol

is proposed in [40]. CMSS assumes a grid-based deployment

with sensor nodes deployed at random in grid cells. Moreover,

the sensors are location-aware and homogeneous in terms of

their sensing range and communication range. The main goal of

CMSS is to minimize the number of active sensors while ensur-

ing the ROI is fully covered. This is achieved by minimizing the

number of redundant sensors that monitor the same cell. CMSS

assumes a boolean sensing model, where each cell is considered

covered by a sensor if all points in that cell are within a sen-

sor’s sensing radius. Each sensor has two tables: a) A neighbor

table, which records the IDs of its neighbors and b) a covered-

cells table, which records the covered cells and associated sen-

sors covering each cell. CMSS operates in rounds. When first

round starts, each sensor broadcast its location information and

sensors that receive this information adjust their neighbor table

accordingly. In subsequent rounds, the covered-cells table is up-

dated at the beginning of each round. Each sensor in the network

makes its decision on whether it should stay active or go to sleep

mode by applying a back-off timer technique and checking its

covered-cells table.

Coverage-aware scheduling for optimal placement of sensor

[41], (CAOP), is another distributed sleep scheduling protocol.

Similar to CMSS, all sensors in CAOP are location-aware and

homogeneous in terms of their sensing range. These sensor

nodes are randomly deployed. Moreover, sensors are aware of

the number of nodes deployed in the network field as well as the

network dimensions. However, CAOP applies the Elfes sensing

model. The main idea of CAOP is that, in the case of determin-

istic sensor deployment, Polygon is one of the basic placement

patterns, in which, sensor nodes are placed at the vertices of

polygons. If all vertices embedded within the sensor field are

covered, then the whole sensor field is said to be fully covered.

However, since sensor nodes are randomly deployed in CAOP,

each sensor node makes its own scheduling decision based on

the distance between itself and the vertices of the closest poly-

gons. The CAOP protocol operates in rounds. At the begin-

ning of the first round (the decision round), each sensor starts

running CAOP independent of other sensors to determine its ac-

tivity round, i.e., the round at which it will be active. In order

to do that, every sensor node in CAOP starts by computing the

minimum number of nodes required for covering the whole ROI

based on its sensing range and the dimension of the ROI. The as-

sumed places for these nodes are considered as optimal places.

Then, each sensor node decides its state (active or sleep) based

on the sensor nodes density and its distance from the nearest op-

timal place. In the subsequent rounds, each sensor check if its

activity round matches the current round. At any given round in

CAOP, only a subset of the sensors stays in active mode while

the other sensors stay in sleep mode waiting for their own round

to be active. Each sensor determines its own round number

based on its location and the sensing range. Since this process is

distributed and a node does not know the location of other nodes

except its direct neighbours, it is possible that two nodes that are

supposed to cover the same POI decide to go to sleep mode si-

multaneously. This may consequently create a coverage hole.

Another common approach that sleep-scheduling protocols

adopt is to divide the sensors into disjoint sets of covers (DSCs)

such that every set completely covers the entire ROI or a set of

targets (e.g., POI) with known locations. Once an active set run

out of energy, another set is activated to continue providing the

required level of coverage. Network lifetime prolongs when the

number of such sets increases. Hence, the goal of this approach
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Table 3. Comparison of coverage aware deployment protocols.

Coverage Year Main Sensing Location Protocol characteristics
protocol published goal(s) model awareness Dist. Cent. EC.
[17] 2015 Provide full area K-coverage/M -connectivity Boolean N/A � � �
[37] 2015 Provide full area K-coverage/M -connectivity Boolean N/A � � �
MobiBar [38] 2017 Provide K-barrier coverage Boolean Yes � � �
PSODA [36] 2016 Solve the MCSDP/Point coverage Elfes N/A � � �
CPMEA [16] 2016 Provide full area coverage/connectivity Boolean N/A � � �
MSCOLER [39] 2018 Provide targeta k-coverage/connectivity Boolean Yes � � �

is to determine the maximum number of DSCs. Since both the

OCP and the DSC problems are well-known NP-hard optimiza-

tion problems, EAs can be used to solve them [42], [43].

A variant of PSO, Binary PSO (BPSO), is adopted in a cen-

tralized Binary PSO-based sleep scheduling protocol [44] to

solve the OCP. BPSO assumes that the sensors are homoge-

neous, randomly deployed in the network field and adopt the

boolean sensing model. The coverage problem was modelled as

a constrained 0/1 programming problem to determine whether a

sensor should be in active mode (with value 1) or in sleep mode

(with value 0). The goal of the protocol is to minimize the num-

ber of active sensor nodes while maintaining full area coverage

constraint. Moreover, the protocol was extended to find the max-

imum number of DSCs. This is done by initially minimizing the

number of active sensor nodes. These active nodes form the first

set and are marked as unavailable. Then, the unassigned sensor

nodes form another network topology. This process continues

till the last network topology cannot provide full coverage for

the area.

A multi-layer GA, (mlGA), is adopted in [43] to find the max-

imum number of DSCs. The goal of the mlGA protocol is to find

the maximum number of DSCs and to ensure that each DSC is

assigned the minimum number of sensors which provides full

coverage. The mlGA protocol employs a post-heuristic opera-

tor, in which the unassigned sensors may be used to enhance the

coverage of each set of covering sensors or set cover for brevity.

Similar to the BPSO protocol, the mlGA protocol identifies the

maximum number of DSCs gradually. However, the mlGA pro-

tocol assumes that the sensors adopt the Elfes sensing model

to reflect the uncertainty in sensor’s sensing ability. It should

be noted that the random initialization and update of the popula-

tion individuals in both BPSO and mlGA may result in infeasible

set cover solutions that do not meet the required coverage con-

straint. In this case, a repair function is adopted to repair these

individuals (i.e., set covers) and hence further move toward the

optimal solutions space. The repair function usually works by

drawing a random sensor from the set of the unassigned sen-

sors and adding this sensor into an infeasible individual solu-

tion. This process continues till the coverage constraint of each

infeasible individual is met.

An energy efficient connected coverage (EECC) algorithm

was proposed in [45] to find the maximal number of non DSCs

that ensure target coverage and connectivity while minimizing

sensors redundancy around the targets. Authors of EECC argued

that non-disjoint cover sets provide a longer network lifetime

compared to the disjoint cover set as they may generate more

cover sets, which in turn will prolong the network life time. The

sensors are classified into sensing and relay nodes according to

its coverage. If the sensor does not cover any of the targets, its

coverage is null and it is termed as relay node. A sensor which

covers a target is termed as a sensing sensor. Sensing sensors

are further classified, based on the number of targets it covers,

into three types: Single coverage sensor, multi coverage sensor,

and critical coverage sensor. Each sensor has a heuristic value

derived from its sensing coverage and connectivity to the BS.

The value of the coverage heuristic prioritize the sensing node

according to its contribution towards coverage while the value

of connectivity heuristic prioritize the relay sensor according to

its connectivity to sensing nodes and sink. Although the authors

have proved that their problem formulation is NP-complete, they

have used greedy approach to select the sensors to include in the

cover, based on their heauristic values.

A GA-based protocol to find the maximum number of non

DSCs to provide k-coverage for a predetermined number of tar-

gets was proposed in [46]. Each sensor cover is enough to cover

all the targets in the field. The network lifetime of the sensor

covers is calculated as the minimum lifetime of a sensor that

belongs to that cover, i.e., the sensor that has the minimum re-

maining energy. The energy-efficient target coverage problem is

then formulated as a maximization problem that aims to maxi-

mize the aggregated network lifetime among all the sensor cov-

ers. Firstly, the adopted GA algorithm determines the optimal

cover heads that are responsible for transferring the data to the

BS. Then, the algorithm forms the covers based on the coverage

range of each sensor, the expected consumed energy, the dis-

tance to the BS, and targets positions. Authors assumed that the

sensors are mobile and can move freely in the network field ,

to collect environmental data, without adhering to any specific

sensor mobility model. Moreover, a cover management method

that switches between different sensor covers was proposed. It

was also assumed that all the sensors can transmit directly to the

BS.

Table 4 shows a comparison between the coverage aware de-

ployment protocols discussed above.

V. CLUSTER-BASED SLEEP SCHEDULING PROTOCOLS

Though both the cluster heads (CHs) selection problem and

the coverage problem have been extensively studied separately,

only a few protocols considered them together. Most of existing

clustering protocols focus only on selecting CHs to reduce or

balance the network’s energy consumption, while how to cover

the network area effectively is out of the scope of these existing

solutions. The following paragraphs describe papers that con-

sider clustering and coverage simultaneously.

A distributed, cluster-based coverage-aware protocol, ECDC,

that can be adapted for different applications is proposed in [24].

The network area in ECDC consists of randomly deployed static
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Table 4. Comparison of sleep scheduling protocols for flat networks.

Coverage Year Main Sensing Location Protocol characteristics
protocol published goal(s) model awareness Dist. Cent. EC.
CMSS [40] 2015 Minimize # of active sensors/Full area coverage Boolean Yes � � �
CAOP [41] 2015 Minimize # of active sensors/Full area coverage Boolean Yes � � �
BPSO [44] 2015 Find maximum # of DSCs/Full area coverage Boolean Yes � � �
mlGA [43] 2015 Find maximum # of DSCs/Full area coverage Elfes Yes � � �
EECC [45] 2017 Find maximum # of non DSCs/Target coverage Boolean Yes � � �
[46] 2018 Find maximum # of non DSCs/Target coverage Boolean Yes � � �

sensor nodes. The main idea behind the protocol is that sensors

having higher remaining energy and/or deployed in a densely

populated area, and/or cover more POIs are more likely to be

selected as CH candidates. Two coverage importance metrics

are introduced to measure the coverage importance for each sen-

sor node: One for the point coverage problem and the other for

the area coverage problem. In the point coverage problem, the

point coverage importance of a sensor node is determined by the

number of POIs covered by that sensor node only. The higher

the number of POIs covered by a sensor node, the larger the

point coverage importance of that sensor node. In the area cov-

erage problem, the area coverage importance of a node is de-

termined by the number of neighbors. The fewer nodes around

a sensor node, the greater the area coverage importance of that

sensor node. The clustering process of ECDC is divided into

rounds, each of which consists of a cluster set-up phase and a

data transmission phase. In the cluster set-up phase, the sen-

sor nodes compete for the CH role based on their relative resid-

ual energy and their coverage importance. At the end of this

phase, sensor nodes with relatively higher residual energy and

smaller coverage importance will be chosen as CHs. In the data

transmission phase, a routing tree is constructed to connect the

elected CHs to the BS. The CHs aggregate data from their clus-

ter members and then send data to the next hop nodes on the

constructed routing tree. It is assumed that the selected CHs

are within the communication range of each other and each CH

can either send its data directly to the BS or can send its data

to a neighboring CH. The ECDC protocol uses a time division

multiple access (TDMA) mechanism to avoid inter-cluster and

intra-cluster collisions.

Balanced clustering algorithm (BCA) is another distributed

clustering protocol that was proposed in [47]. Similar to the

ECDC protocol, the BCA protocol operates in rounds and fa-

vors sensors that are deployed in a densely populated area to act

as CHs candidates. Moreover, the BCA protocol creates a set

of equally balanced, in terms of their coverages, clusters (i.e., to

make the coverage area of each cluster approximately the same).

The coverage area of a cluster is defined as the union of the cov-

erage areas of all cluster members. In BCA, each sensor cal-

culates its probability of becoming a CH based on its sensing

population, which is defined as the number of sensor nodes that

are located within its sensing range. Once a sensor node be-

comes a CH, it uses its sensing population information to put

some nodes into sleep mode in order to save their energy. To

do so, a CH selects a random number of sensors to put to sleep.

This number should not exceed a specific threshold which is de-

termined by the CH. However, the absence of redundancy check

in this process leads to potential coverage holes.

Another distributed coverage-preserving clustering protocol

(CPCP) is proposed in [48]. The CPCP defines several cost met-

rics that combine the remaining energy of a node with its contri-

bution to network coverage. For example, the minimum-weight

coverage cost metric is defined such that nodes deployed in

densely populated network areas and that has higher remaining

energy are better candidates to act as CHs and/or to stay active.

The operation of CPCP consists of five phases. In the first phase,

the sensors exchange information about their remaining energy

and each node calculates its coverage cost based on that infor-

mation. In the second phase, each sensor decides whether or

not to become a CH for the current round based on its activation

time. Every sensor determines its activation time based on its

current coverage cost. A sensor that does not hear an announce-

ment message, from any other sensor node, during its activation

time will declare itself to be a new CH upon the expiration of its

activation time. In order to avoid creating non-balanced clusters,

a sensor node announce its role as a CH within a prespecified

cluster range. In the third phase, a multi-hop route between the

CHs and the BS is constructed. In the fourth phase, the clusters

are formed such that each non-CH node joins the closest CH. In

the final phase, each sensor decides whether it will stay active or

not for the current round. This decision is based on its coverage

cost. In order to take this decision, every node defines an acti-

vation time based on its current coverage cost. Doing that will

allow sensors that have lower coverage cost to announce them-

self earlier as active nodes. Every node will determine its status

upon the end of its activation time. If a sensor node determines

that its sensing area is completely covered by its neighboring

nodes, it turns itself off for the current round. However, this ac-

tivation method is not efficient, as it cannot gurantee to find all

redundant nodes in each round. Moreover, the main operation

of CPCP depends mainly on the values of the activation timers.

So the decision of whether a sensor will stay active or not is

not taken at the begining of the round. This decision could be

taken by the node anytime during the round, depending on its

activation time. This will lead to unnecessary consumed energy

by the redundant nodes who are waiting their timer to expire to

take the decision to be inactive. Moreover, although the authors

of CPCP recommended the activation time to be proportional

to the coverage cost, no specific recommendation was given on

how to set this value.

The authors in [49] developed a centralized, cluster-based

coverage-aware protocol for target tracking applications. The

network area consists of both randomly deployed static sensor

nodes and mobile sensor nodes. The main idea of the protocol

is to optimize the positions of the mobile sensor nodes to in-

crease the coverage rate of the ROI. Static nodes are partitioned

into clusters using maximum entropy clustering. CHs are as-

signed by placing mobile sensor nodes in the positions of the



54 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 21, NO. 1, FEBRUARY 2019

clusters’ center. For each cluster, two metrics are calculated:

The coverage metric and the energy metric in order to assess

the coverage rate and the energy efficiency, respectively. The

coverage metric is defined as the proportion of the detected area

to the whole sensing area. In order to calculate the coverage

metric, the whole sensing area is divided into grids and then

the grids are simpilified to points. For each point, the number

of nodes by which this point is covered is calculated. While

the energy metric is defined as the lowest cost among all possi-

ble communication paths that are from each node to its cluster

head. It is calculated using Dijkstra’s algorithm. Then, each

assigned cluster head performs particle swarm optimization to

maximize the coverage metric and minimize the energy metric.

A weight coefficient between the two metrics is employed to

model the trade-off between coverage rate and energy efficiency.

It was assumed that all sensor nodes are location-aware and

the energy consumption on relocating the mobile sensor nodes

is ignored. The boolean sensing model is used to measure the

coverage rate. Unlike the aforementioned coverage-aware clus-

tering protocols, this protocol divides the sensor network into

fixed number of clusters. The main reason behind this divi-

sion is to perform parallel coverage optimization for all clus-

ters. Moreover, no TDMA scheduling mechanism is employed

for the inter-cluster communication. Instead, the intra-cluster

communication is achieved by constructing a routing tree that

connects all the sensors inside a cluster.

In [?], a pareto-based multi-objective EA-based on decompo-

sition (MOEA/D) algorithm is adopted as an optimization tool to

design a coverage-aware clustering protocol, which we will refer

here as (MOEAD-CCP). Each candidate solution of MOEAD-

CCP has a dimension equal to the network size. Each gene of

the candidate solution maps the status of the corresponding sen-

sor. A sensor node has four different states: −1 to indicate it is

a dead sensor, 0 to indicate it is in inactive mode, 1 to indicate

it is an active node or 2 to indicate it is a CH. This encoding re-

sults in a variable number of CHs and provides a joint solution

for both the clustering and coverage problems. Two main objec-

tive functions are defined to evaluate each candidate solution.

The first one minimizes the total distance between the sensor

nodes to their respective CHs and from the CHs to the BS while

the second objective minimizes the total number of uncovered

nodes. Although MOEAD-CCP provides a joint solution for

both the clustering and coverage problems in WSNs, the objec-

tive functions are not well-defined. Similar to FCM-3, the first

objective function assumes the that energy consumption can be

minimized by minimizing the total distance between the sensor

nodes and their respective CHs and from the CHs to the BS. The

second objective function of MOEAD-CCP minimizes the num-

ber of uncovered points without applying any redundancy check

and without taking into consideration minimizing the number

of active nodes. Moreover, MOEAD-CCP ignores optimizing

the clustering problem and focus more on the coverage prob-

lem. Although this protocol is built under the assumption of 2D

WSNs, it can be easily adopted for 3D WSNs by calculating the

distance using the 3D coordinates of each sensor instead of the

2D coordinates.

A centralized pareto-based multi-objective approach for de-

signing and developing an energy-efficient, scalable, reliable

and cluster-based coverage aware network configuration proto-

col for 3D WSNs was proposed in [50]. The main objective of

the proposed protocol is to find a joint and simultaneous solu-

tion to maintain full connectivity and coverage in 3D WSNs by

finding the optimal status (cluster head, active, or inactive/sleep)

for each sensor in the network. The network field is divided

into a set of equal cubes. A new linear programming formula-

tion that handles the connectivity and coverage optimization in

3D WSNs is proposed. These two concerns are formulated as a

single multi-objective minimization problem. To do so, a new

chromosome encoding scheme is proposed. Moreover, the solu-

tion aims at minimizing the number of active sensors to be clus-

tered while providing full area coverage at the same time. The

proposed formulation considers the following combined prop-

erties: Energy efficiency, data delivery reliability, scalability,

and area coverage. Two different types of Pareto-based algo-

rithms are considered as optimization tools to solve the joint

problem of clustering and coverage in 3D WSNs: The Non-

dominated sorting genetic algorithm II (NSGA-II) [51] and the

multi-objective EA-based on decomposition (MOEA/D) [52].

However, performance results have shown that NSGA-II outper-

forms MOEA/D in terms of many optimization criteria. Hence,

NSGA-II was adopted as the optimization tool and the protocol

was named NSGA-II based coverage-aware clustering protocol

for 3D WSNs (NSGA-CCP-3D). NSGA-CCP-3D ensures full

area coverage by ensuring that each cube is covered by at least

one sensor. NSGA-CCP-3D also ensure that all the CHs are con-

nected to the BS and hence ensures connectivity. NSGA-CCP-

3D assumed a binary sensing model and a 3D network field.

All sensors are assumed to be static, homogenous, and location-

aware. A realistic energy consumption model that is based on

the characteristics of the Chipcon CC2420 radio transceiver data

sheet is assumed. Table 5 shows a comparison between the cov-

erage aware deployment protocols discussed above.

VI. OPEN ISSUES

Most of the proposed coverage protocols assume nonrealistic

assumptions about the underlying system model. In the follow-

ing paragraphs, we discuss those issues in details. Furthermore,

we discuss other relevant issues that affect the performance of

the coverage protocols.

A. Realistic Sensing Model

Majority of the existing coverage protocols use the simple

and ideal boolean sensing model. However, it is unlikely that

sensing signals drop suddenly from full-strength to zero, as as-

sumed by the boolean sensing model. In reality, the sensing

range around a sensor is not uniformly distributed.As a result,

one the following problems will likely arise:

• The boolean sensing model may not fully represent the sens-

ing capacity of the sensors as there might be case that points

located beyond the defined uniform sensing range are al-

ready covered. Consequently, network lifetime is decreased

because more (redundant) sensors than required are kept ac-

tive.

• On the other hand, boolean sensing model may also overes-

timate the sensor’s sensing capacity by assuming that all the
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Table 5. Comparison of cluster-based sleep scheduling protocols.

Coverage Year Main Sensing Location Protocol characteristics
protocol published goal(s) model awareness Dist. Cent. EC.
[49] 2009 Increase coverage rate/Point coverage Boolean Yes � � �
BCA [47] 2015 Create equally balanced clusters/Area coverage Boolean Yes � � �
CPCP [48] 2009 Clustering/Area coverage Boolean Yes � � �
ECDC [24] 2014 Increase coverage rate/Point/Area coverage Boolean Yes � � �
MOEAD-CCP [?] 2014 Clustering/Full area Coverage Boolean Yes � � �
NSGA-CCP-3D [50] 2018 Clustering/Full area Coverage/3D WSN Boolean Yes � � �

points located within its uniform sensing range are covered.

This in turn may result in coverage holes in the network and

the coverage requirement of the application is not met.

The Elfes sensing model II.C.4.a was proposed to solve those

problems by defining two sensing ranges for a sensor. However,

the coverage area for each sensing range is still uniformly dis-

tributed and hence it shares the same problems as the boolean

sensing model.

Several empirical studies have shown that the shape of the

sensing area of a sensor may not be a regular disk [53]–[54] The

impact of location errors, sensing signal irregularity and packet

loss on the Coverage Configuration Protocol [55], CCP, were

studied and investigated in [53]. Experimental results shown that

CCP performance degrades with the location errors increase,

sensing signal irregularity and packet losses. Moreover, the im-

pact of radio irregularity on the sensor communication was con-

firmed and quantified in [56]. According to [54], the radio irreg-

ularity in WSNs is caused by three main factors:

• Anisotropy: A signal transmitted by a sensor node experi-

ences various path losses at different directions.

• Continuous variation: The signal path loss varies continu-

ously with incremental changes of the propagation direction

from a transmitter.

• Heterogeneous sending powers: Sensor nodes may transmit

radio signals at different sending powers, even though they

are from the same manufacturer. This is caused due to the

hardware differences between sensors and different battery

level of the sensors.

The shadow fading sensing model was proposed as a first at-

tempt to construct a more realistic sensing model by simulat-

ing the path loss around the sensors. However, a careful look

at the coverage protocols in the literature will reveal that this

model has rarely been used to model the coverage of the sen-

sor in WSNs. Moreover, the shadow fading sensing model is

isotropic in the sense that the path losses in different directions

are the same [54]. To illustrate this, the path loss at distance d,

PL(d) is calculated using the following equation [57]:

PL(d) = PL(d0) + 10β log10(
d

d0
) +N(0, σ), (4)

where d is the distance from the sender, d0 is the reference dis-

tance, PL(d0) is the path loss at a reference distance d0, β is

the path-loss exponent, N(0, σ) is a zero-mean Gaussian ran-

dom variable with standard deviation σ.

The Radio Irregularity Model (RIM) was proposed in [54] to

simulate the three factors that cause radio irregularity in WSNs.

In RIM, the irregularity of a radio pattern is denoted by parame-

ter Degree of Irregularity, DOI. DOI is defined as the maximum

path loss percentage variation per unit degree change in the di-

rection of radio propagation. Accordingly, the path loss model

is modified based on the DOI to generate 360 different path loss

values for different directions. In RIM, the DOI-adjusted path

loss at direction θ and distance d, PL(d, θ) is calculated using

the following equation [57]:

PL(d, θ) = (PL(d0) + 10β log10(
d

d0
))×Kθ +N(0, σ), (5)

where Kθ is the path-loss coefficient at direction θ and is com-

puted as follows:

Kθ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

if θ = 0 : Kθ = 1

if 0 < θ < 360 :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

if B(1, 0.5) = 0 :

Kθ = Kθ−1 +W (b1, b2)×DOI

if B(1, 0.5) = 1 :

Kθ = Kθ−1 −W (b1, b2)×DOI,
(6)

where |K0 − K395| < DOI , B(n, p) is a Binomial random

variable with n trials and success probability p, and W (b1, b2)
is a Weibull random variable with scale parameter b1 and shape

parameter b2.

RIM is a thoughtfully designed model that reflects the signal

irregularity phenomena in WSNs [57], [58]. It has been used and

studied recently in many WSNs protocols such as [57], [59]–

[60]. However, most of these protocols focus on localization

methods or link quality estimation. To the best of our knowl-

edge, RIM has not yet been studied or used to model the cover-

age problem in WSNs.

B. Realistic Coverage-aware Clustering Protocols

Clustering sensor nodes is an efficient topology control

method to maximize the network’s energy efficiency. Many clus-

tering protocols have been used in various WSNs applications.

However, most of these protocols focus only on selecting the

optimal set of CHs to reduce or balance the energy consumption

of a given network, while how to cover the network area effec-

tively is overlooked. Moreover, the performance of these pro-

tocols is limited by the challenges on determining an accurate

radio model for the sensor nodes in the network. A commonly

employed energy consumption model is presented in [61] and

[62]. The energy consumption in this model is calculated as fol-

lows:

ETX(k, d) =

{
(Eelec + εfs × d2)× k, d ≤ d0

(Eelec + εmp × d4)× k, d > d0
(7)
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ERX(k) = Eelec × k, (8)

where Eelec stands for the energy consumption required to run

the transmitter or the receiver circuitry. d0 is the distance thresh-

old. εfs and εmp are the required energies for amplification of

transmitted signals in the open space and the multi-path models,

respectively.

However, this energy model presented in [61] and [62] is ide-

alized and fundamentally flawed for modelling radio power con-

sumption in sensor networks. It ignores the listening energy

consumption, which is known to be the largest factor to expend

energy in WSNs [61]–[63]. Moreover, it assumes that the com-

munication range between any pair of sensor nodes is infinite.

A discrete radio model should be used for more accurate and

realistic calculation of the power consumption and to determine

which links between sensor nodes are available for transmis-

sion [61]–[63]. A realistic energy consumption model based on

the characteristics of the Chipcon CC2420 radio transceiver data

sheet [64] can be used to model the energy consumption in cov-

erage protocols. The total energy consumed by node i, Ei, is

calculated as follows [65]:

Ei =
∑
statej

Pstatej × tstatej +
∑

Etransitions. (9)

The index statej refers to the energy states of the sensor:

Sleep, reception, or transmission. Pstatej is the power consumed

in each statej, and tstatej is the time spent in the correspond-

ing state. Moreover, the energy spent in transitions between

states, Etransitions, is also added to the node’s total energy con-

sumption. The different values of Pstatej and Etransitions can be

found in [64].

Although recent efforts have been made to develop cluster-

ing protocols under realistic energy consumption models such as

[66]–[67], further enhancement on energy-efficiency may be ob-

tained if these solutions have adopted a sleep-scheduling mech-

anism before or after the clustering process. Furthermore, to en-

hance the network’s energy efficiency, integrated solutions that

are based on realistic energy as well as sensing models to ad-

dress coverage problems using clustering approaches should be

investigated.

C. Realistic Connectivity Model

As discussed earlier in Section II.B.3, both coverage and con-

nectivity problems should be jointly investigated [21]–[22]. In-

deed, there are many previously proposed protocols that con-

sider both of these problems simultaneously [16], [17], [37],

[55]. However, these protocols use the distance between two

sensors as the metric to evaluate a link quality. Moreover, most

of these protocols assumed that the network connectivity will be

guaranteed if full area coverage is achieved and the communi-

cation range is at least twice the sensing range [22], [68]. How-

ever, these assumptions suffer from the following two problems:

• In order to calculate the distance between two nodes, each

node should be equipped with either a locating aware device

such as a global positioning system (GPS) or a distance mea-

suring device, which in turn, renders a more expensive solu-

tion [69].

• Link asymmetry is an important characteristic of WSNs. Us-

ing the distance between two nodes as a link quality metric

fails to consider this fact.

Several studies have shown that link quality in WSNs is not

necessarily correlated with distance [70]–[71].

Two other prominent link-quality metrics are the RSSI and

LQI. These metrics are provided by most of the wireless sensor

chips [72]. The RSSI is a parameter that represents the signal

strength observed at the receiver at the moment of reception of

the packet. The LQI is described as the characterization of the

strength and quality of the received packets.

Several studies prove that RSSI can provide a quick and ac-

curate estimate of whether a link is of very good quality [70]–

[71]. In [71], the authors conducted empirical measurements

of the packet delivery performance of various sensor platforms.

They found that there was a strong correlation between RSSI

and packet delivery rate (PDR). Furthermore, they proved that

if the RSSI of a link is −87 dBm or stronger, it is almost but

not completely set to achieve a ≥ 99% PDR. Below this value,

a shift in the RSSI as small as 2 dBm can change a good link to

a bad one and vice versa, which means that a link is temporality

located in a transitional or disconnected region [70].

The symmetry of RSSI and LQI in two directions was stud-

ied, and the relation between RSSI and LQI as link quality met-

rics is analyzed in [72]. Experimental results show a significant

correlation between the two directions of the link in RSSI but

a weak correlation between the two in LQI. Moreover, statis-

tical tests on the collected data show a significant correlation

between RSSI and distance in short distance scenarios, which

makes RSSI a routing protocol link-quality metric. Therefore,

the RSSI value should be used to assess the quality of a link

between any pair of sensors.

D. Sensors Localization

Sensors locations is another fundamental problem in WSNs.

Location information of sensors is usually a key input to solve

the coverage problem. Many of the previously proposed cov-

erage protocols simplified their solution by assuming that each

sensor is location aware given it is equipped with a self-locating

hardware such as a GPS. Though this assumption allows the de-

sign of simple and efficient solutions, the resulting costs render

such solutions ineffective and unrealistic [69]. In order to design

more cost effective coverage protocols, no assumption should be

made on the location awareness of sensor nodes in the WSNs.

That is, alternative solutions using sensors without GPS is con-

sequently highly required.

Many localization protocols have been proposed to enable

stationary [73] or mobile sensors [74], [75] to autonomously

determine their positions without relying on GPS. Localiza-

tion protocols can be classified into either range-based proto-

cols or range-free protocols. Range-based protocols assume

that the sensors are equipped with a specific measurement de-

vice to measure the distance or the angle between themselves

and other regular sensors with unknown locations [76]. Unlike

range-based protocols, range-free localization protocols rely on

the network connectivity to estimate the sensors positions. Due

to this reason, range-free localization protocols have recently
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received the attention of the research community. Many range-

free localization protocols have been proposed in the literature.

However, most of them do not consider the anisotropic nature of

WSNs [77], [78].

Despite the close relationship between the coverage problem

and the localization problem, they have been discussed and eval-

uated separately. It is beneficial to design protocols that solve

the localization problem and the coverage problem under the

same settings consistently. For example, range-free localization

protocols adopted for anisotropic WSNs should be followed by

a realistic coverage control protocol.

E. Transmission Power Control

A method to significantly reduce the energy consumption in

WSNs is to apply transmission power control (TCP) techniques

to adjust the transmission power [79], [80] of sensors dynami-

cally. Traditionally, sensor nodes transmit packets at the same

power level that is normally the maximum possible power level.

However, a node transmitting packets at the highest power level

generates too much interference in the network and consume

more energy than necessary [81], [82]. In the case of commu-

nication between two nodes that are close to each other, a low

transmission power is sufficient. This power level should be

high enough just to guarantee the connectivity and low enough

to save energy and minimize network interference. Although

both coverage problem and TCP techniques have been studied

extensively separately, only a few protocols considered them in

a joint way such as [83]–[84]. However, most of these proto-

cols assumed that all sensors are equally equipped with the same

transmission range and sensing range. Our intuition is that re-

laxing such assumptions will affect the protocols’ performance.

Therefore, embedding TPC techniques into existing coverage

protocols in order to develop more energy-efficient coverage

protocols should be investigated.

F. Coverage Protocols using Evolutionary Computation

As analyzed in detail in Sections III and IV of this paper, there

are many EC-based protocols that have been proposed to solve

the coverage problem in WSNs. However, developing solutions

with high-performance EA for the coverage problem in WSNs

remains an open issue.

F.1 Individual/Solution Representation

One of the basic features of EA is that it maintains a popu-

lation of individuals that represent possible solutions to a prob-

lem [85]. One of the critical issues in designing efficient EA-

based protocols is how to represent and encode, more efficiently,

each potential individual/solution in the population. Most of the

proposed EA-based coverage protocols start with random ini-

tialization which may result in many infeasible solutions that

may not satisfy some of the problem constraints, such as the

connectivity to the BS [86]. This, in turn, will affect the search

performance and may lead to solutions that achieve less than

optimal results. Therefore, there is a need to find new individ-

ual/solution representation schemes.

F.2 Parameter Settings

How to determine the parameter settings for the adopted EA

is another important issue. Most EA-based protocols assumed

default values for setting the parameters of their adopted EA.

That is, the impact of parameter setting may have on the re-

sults is often ignored. Results show that even running the same

protocol may produce results that are quite different under dif-

ferent parameter settings [86]. For example, in order to solve

the coverage problem in an increased dimension (i.e., increased

network size) it is necessary to increase the population size as

well as the number of iterations executed by the EA.

F.3 Improved Metaheuristic Approaches

Many EAs face challenges such as poor exploitation, and

slow convergence rate. This explains the increasing need for

adopting hybrid and improved EA [87]. Improved solution

search equation should be adopted to improve the exploitation

capabilities of different EAs.

F.4 Multi-objective Approach

It should also be noted that most of the EA-based protocols

use the weighted-sum approach when formulating the multiple

objectives of the coverage problem in WSNs. Using the con-

ventional weighted-sum approach in multi-objective optimiza-

tion is computationally efficient and straightforward to imple-

ment [88]–[89]. It has been widely used because of its simplic-

ity. However, it is known that this approach has the following

problems [90]–[91]:

• This approach results in only one optimal solution.

• This approach can not find the optimal solution when the fea-

sible solution set in the objectives domain is not convex.

• The choice of the weight vector can highly affect the ob-

tained solutions and make them more biased towards one sub-

objective than another.

These problems are particularly critical if the objectives are con-

flicting or must be handled simultaneously. In those cases, the

concept of the optimal solution changes because the end goal be-

comes to select one from a set of good trade-off solutions. Such

selection is usually difficult and done manually by the decision

makers.

Moreover, many other WSNs problems such as deployment,

localization, clustering, and connectivity are also formulated as

optimization problems. A solution that simultaneously solves

all or more than one of such problems is a multi-objective task.

Hence, we define the WSNs lifetime maximization problem as

a comprehensive problem of minimizing the energy consump-

tion in all sensor network stages, i.e., deployment, localization,

clustering, coverage, and connectivity. A multi-objective opti-

mization framework should be developed to solve this problem.

However, finding an individual encoding which reflect a joint

solution for all these problems is a challenging task [15]. In

order to apply the multi-objective approach in the WSNs life-

time maximization problem, a new individual encoding scheme

which represents a joint solution for all the above-mentioned

problems should be studied.
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VII. CONCLUSIONS

Recently, many new solutions have been proposed to solve

the coverage problems in WSNs. In this survey, we presented

a thorough and up to date review of these coverage protocols.

We found that the performance of these protocols is mainly lim-

ited by challenges related to determining a more realistic cover-

age model for the sensor nodes in the networks. More specif-

ically, most of the proposed coverage protocols rest on less re-

alistic assumptions such as location awareness and uniformity

of the signal strengths within a sensing and/or a communication

range. Furthermore, most of these protocols use an idealized en-

ergy consumption model. We believe that a discrete radio model

should be used to achieve a more accurate and realistic calcula-

tion of the power consumption to enable a better link selection

for transmission.

Motivated by the aforementioned concerns, we carefully

study, compare and analyze in detail all known coverage pro-

tocols on different design factors/features. Finally, we point out

open problems and future research directions such as addressing

coverage problem in a more realistic sensing model that reflects

the anisotropic properties of WSNs. Most importantly, we con-

clude that network connectivity is a crucial factor that must be

taken into consideration in designing future solutions.
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