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Abstract— Exergames are effective tools to motivate and 
promote daily physical activities. However, previous studies 
indicated that many people who start any type of exercise drop out 
of the program before establishing new habits. Research has 
shown that personalization is key to effective game-based 
interventions. Player modeling and recommender systems are 
used for personalizing contents and services in many applications. 
In exergames, we believe it is important to continuously 
recommend personalized and appropriate types of physical 
activity and contents in order to improve the effectiveness of the 
game. In this paper, we proposed and validated the design of a 
personalized physical activity recommender system for exergames 
based on a study of participant’s preferred activities. The 
proposed approach resulted in more accurate recommendations 
when comparing to an existing model in predicting users’ 
preference toward physical activity types. 
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I. INTRODUCTION 
The term exergame can be used to refer to gamification of 

physical activity (PA) and using games to persuade players to be 
more physically active. Exergames have rapidly emerged over 
the past years to promote healthy behaviors and keeping an 
active lifestyle [1]. Researchers have studied various gameplays 
and game features to make exercise and PA more engaging and 
attractive [2][3]. However, most existing work on gamification 
and persuasive games in health and wellness are limited in that 
they are typically designed using a “one-size-fits-all” approach, 
which has been shown to be suboptimal [4]. In particular, one of 
the main research gaps in this area is how to properly 
recommend suitable and interesting PA to each player. There are 
few models that allow such recommendations [14], however 
their suggested activities are not based on any empirical 
evidence. Therefore, an assiduous combination of a detailed 
model with features such as personality types, modeling-based 
personalization, and recommendation with adaptive gamified 
elements in the area of exergames is needed. 

To address these research gaps, in our previous work [34] we 
proposed a comprehensive model for gamified fitness 
recommender systems that used detailed and dynamic player 
modeling and wearable-based tracking to provide personalized 
game features and activity recommendations. The results 

showed the feasibility and effectiveness of using player 
modelling for recommending PA. However, the parameters for 
building the player model were selected intuitively based on our 
limited knowledge of the problem domain. Therefore, parameter 
selection – the process of selecting a subset of relevant player 
information that can be used to recommend PA and game 
features [32] to improve effectiveness –  can be optimized in our 
player model. 

As shown in Fig. 1 below, the player model we used in our 
previous research consists of four sub-models: (1) activity 
recognition model, (2) general model, (3) exerciser type model, 
and (4) player type model, which covered parameters of the 
user’s age, gender, weight, height, recognized daily activities, 
steps, active calories, walking/running distances, calendar 
events, location, as well as, the user’s player type (Hexad model 
[33]) and exerciser type (8-colors model [14]). From the existing 
literature, there were some potential parameters that could be 
added to our system to enhance the accuracy of the model for 
recommendation, including users’ lifestyle information such as 
sleeping habits, type of occupation, measures of stress, etc., [5].  

 
Fig. 1. The exergame player modelling system architecture 

On the other hand, the 8-color-of-fitness system was used as 
a model to suggest activities. Thus, the recommendations of 
activity types that the system in our previous work generated 
were mostly based on personality traits. This was due to the fact 
that there exist no other alternatives and we needed to rely on a 
fairly acceptable method. In this paper, we report on an 



alternative design for recommending different types of PA based 
on questionnaire results. Our contributions are through 
providing answers to the following research questions:  

• What parameters (player information) are necessary in 
an exergame player model? 

• How could the model be used for activity 
recommendation?  

• Which existing models and approaches are effective for 
recommending specific activities to different users? 

Our proposed activity recommendation model is validated 
within our own general exergame architecture, but it can be 
implemented into other systems that needs to recommend PA. 
The remainder of the paper is organized as follows. We provide 
a brief review of related literature, explain our questionnaire-
based methodology and findings, and then describe our new 
model-based activity recommender design. 

II. RELATED WORK 

A. Recommender Systems 
Recommender systems have been applied in several areas, 

especially in the context of online shopping systems (such as 
Amazon), as well as music and movie recommender systems 
(such as Spotify, Netflix, etc.). Typically, the recommendation 
is generated on the basis of a user's former behavior in a system. 
Related historical data is stored per user along with his/her 
account information in order to form a user profile [25].  

As for building recommender systems, various methods 
exist. Burke [26] distinguishes four different categories of 
recommendation techniques based on knowledge source:  

1. Collaborative: The system generates recommendations 
using only information about rating profiles from 
different users.  

2. Content-based: The system generates recommendations 
from two sources: the features associated with products 
and the ratings that a user has given them. 

3. Demographic: A demographic recommender provides 
recommendations based on a demographic profile of the 
user.  

4. Knowledge-based: A knowledge-based recommender 
suggests products based on inferences about a user’s 
needs and preferences.  

Hybrid recommender systems are another method and 
basically combine multiple recommender systems to overcome 
some of the shortcomings of each.  

A recent review of health recommender systems shows that 
most investigations aim to improve the general well-being of 
users, such as recommending diets and exercise plans [27], 
rather than recommending PA. Due to some practical constraints 
which make it difficult to design a recommender system for 
exercise and fitness activities (which is discussed in the 
following section), very limited research has been conducted in 
this area.  
 

B. Physical Activities Recommendation 
When designing a recommender system for exercise and 

fitness activities, there were some practical constraints which 
made it difficult to directly use any of the well-established 
recommender system algorithms. For instance, most types of 
recommender systems work based on ratings on items. In the 
field of PA, no ratings exist. One of the reasons that no ratings 
exist is because of individuals concerning a specific exercise 
activity is hard to measure. 

Therefore, in our search of finding closely related research, 
we came across a  limited amount of literature that discusses the 
use of recommender systems in sports and exercises. However, 
the idea of personalization in PA has been studied by many 
researchers. For example, Guo [17] proposed a system that 
recognizes different types of exercises and interprets fitness data 
(motion strength and speed, etc.) to an easy-to-understand 
exercise review score, which aims to provide a workout 
performance evaluation and recommendation. Though it 
achieved 90% accuracy for workout analysis, it focused only on 
recognizing fitness activities and not personalizing or gamifying 
them.  

In a different study, He et al. [18] introduced a system 
designed to be context-aware for PA recommendations. It 
focused on selecting suitable exercises for individualized 
recommendations. A smartphone application was developed 
that could generate individualized PA recommendations based 
on their database of PA. The focus of their work was to 
recommend different types of activities but does not consider 
personal details such as proper time, location, and intensity, or 
offer any gamified elements.  

Broekhuizen et al. [19] proposed a framework called PRO-
fit, which is another example that employs machine learning and 
recommendation algorithms to track and identify a user’s 
activity by collecting accelerometer data, synchronizes with the 
user’s calendar, and recommends personalized workout sessions 
based on the user’s and similar users’ past activities, their 
preferences, as well as their physical state and availability. They 
highlighted that many applications nowadays are more focused 
on tracking user’s activities, but do not provide a recommender 
system that would help users choose from activities based on 
their interests and accomplishment of goals. Therefore, they 
were motivated to design the personalized fitness assistant 
framework that acts as a motivator and organizer for fitness 
activities, making it easier for users to create and follow their 
workout plan and schedule the sessions according to their 
availability and preference. However, their system was based on 
prefixed recommendations which do not involve a player model. 

Rabbi [20] introduced a smartphone application 
“MyBehavior” that generates personalized health feedback from 
PA and food log data. A 14-week study showed improvement in 
PA and a decrease in food calorie consumption when using the 
application compared to a control condition. This work was a 
novel approach that provides personalized suggestions by 
learning the user’s behaviors, which was the closest to our 
proposed idea. However, MyBehavior was not an exergame. It 
did not look at the impact of gamification elements or any 
feature release method. Their approach in generating 
recommendation was different from player modeling. 



C. Exerciser Models 
When designing recommendations on PA, personality type 

plays an important role in determining people’s fitness tastes 
[31]. Some people may prefer swimming laps solo while others 
enjoy attending a rowdy group-cycling class. These preferences 
have less to do with people’s physical characteristics and are 
affected more by personalities. Matching PA to personality type 
has been shown to have real-world relevance [12]. Research 
suggests that people who engage in personality-appropriate 
activities will stick with the activities longer, enjoy their 
workout more and have a better overall fitness experience [13].  

Brue [14] created a system, which is a personality centered 
approach to exercise grounded in the personality type 
framework popularized by the Myers-Briggs Type Indicator 
(MBTI) instrument. She took the MBTIs - Introversion (I) or 
Extraversion (E), Intuition (N) or Sensing (S), Thinking (T) or 
Feeling (F), and Judging (J) or Perceiving (P) - and reworked 
them into an easily maneuverable color-coded fitness 
personality model, which aims to help people discover the best 
approach to exercise based on personality type. Brue indicated 
that knowing more about the personality and people’s likes and 
dislikes can make it easier to plan and, more important, be 
satisfied with exercise, which makes it more likely people will 
continue to engage in it over the long-term. 

The 8-Colors is based on eight preference pairs each 
corresponding to a color. By understanding Fitness Personality, 
people gain an understanding of their motivational patterns, 
preferred interactions, and environments, and can more 
effectively choose specific forms of PA that are best for them 
and they will stick with. For instance, some people are 
traditional and conservative in their approach to exercise while 
others seek variety and cutting-edge information. Some enjoy 
being solitude and consider exercise a moving meditation while 
others prefer a fast-paced class with energetic music.  

In the 8-color system, eight types of fitness colors were 
introduced in which reds are quick responders in the physical 
world. Whites like to plan and are visionary types who like calm 
spaces and don't like to be rushed. Greens are nature lovers who 
like to be outdoors. Golds are traditional, conservative types. 
Saffrons value individual expression. Blues are safety oriented 
and are good at creating their own space in a gym. Purples are 
routine-oriented. Silvers like exercise to be disguised as fun, or 
at least a fun way to meet others. Overall, people with a different 
fitness color were motivated by different factors, as well as were 
linked to some suggested activities. 

Therefore, the 8 Colors of Fitness model was initially used 
in our previously proposed system for suggesting different types 
of activities. This model is one of the few that use personality 
type as the basis for activity recommendation and is suggested 
by other researchers and practitioners [15][16].  

However, because the 8-color-of-fitness system was used 
initially as a model to suggest activity types, the 
recommendations of activity types that our system used to 
generate were mostly based on personalities. This was due to the 
fact that the research group did not find any other alternatives 
and needed to rely on a fairly acceptable method. Therefore, the 

method of mapping player model to the right type of activities 
for recommendation can be further investigated.  

III. METHODOLOGY 
In this section, we describe the method used to evaluate 

exercise habits and the design of the recommender system. Since 
existing models, such as the 8-color model, have not been 
empirically tested, we designed a questionnaire including 
questions regarding people’s exercise preference and their 
basic/lifestyle information, etc. We used the questionnaire data 
to train a binary predictive model to predict whether a user 
would like a new type of exercise or not. We aimed to use this 
predictive model to replace the exerciser type model (the 8-
colors) in our exergame player modeling system, in order to 
generate more feasible PA recommendations to prolong  user 
engagement. In the following sections we talk about the 
questionnaire, data analysis, and the recommender system 
design, respectively. 

A. Questionnaire 
Firstly, we conducted a questionnaire with 178 participants 

to gather data regarding people’s exercise preferences. Potential 
parameters (such as their getup/bed time, purpose of exercise, 
favorite types of video game, etc.) were selected based on our 
literature review and the goal was to find the relationship 
between various personal parameters and preferred personal 
activity, In addition to regular demographic and health 
information like age, gender, weight, height, etc., lifestyle 
information, as well as other potential parameters were also 
collected from our participants, for example, diet constraints, 
sleeping patterns, activity tracker owned, etc. Our questionnaire 
consisted of 30 items. A brief list of questionnaire items is 
shown in Table I. 

TABLE I.  LIST OF QUESTIONNAIRE ITEMS 

Basic info Lifestyle info Objective info Other 
parameters 

Age 

Gender 

Height  

Weight  

Occupation 

Medical  

Limitation for 
exercise 

Residence 

Get-up time 

Bedtime 

Nutritional 
supplement 

Exercise 
frequency 

Exercise 
partner 

Exercise 
trainers 

Gym mate 

Vegetarian 

Daily commute 
methods 

Typical daily 
routine 

Exercise 
importance 
level 

Purpose of 
exercise 

Amount of 
exercise 

Enjoyment 
level of 
different 
exercises 
(details of 
different types 
of exercises 
were included 
in Appendix A) 

No. of children 

Pets owned 

Favorite 
exercise music 

Cell phone 
system 

Wearable 
activity trackers 
owned 

Favorite type of 
soft drink 

Favorite types 
of video game 

Favorite sport 
brand 

8-colors of 
fitness type 

 

The detail of the questionnaire items is shown in Appendix A. 
The questionnaire was approved by the institutional research 



ethics board and conducted online from March 10, 2019, until 
April 30, 2019. An invitation to participate in the questionnaire 
was sent by e-mail from our research group to our colleagues 
and friends, as well as our previous research participants. We 
collected a total of 178 responses.  

B. Questionnaire Data Processing 
For classification purposes, we preprocessed the data by 

labeling the user’s preference for each type of exercise. For each 
exercise, we defined: -1: negative experience (not at all 
enjoyed), 0: never tried (N/A), and 1: positive experience 
(including slightly enjoyed, very enjoyed and extremely 
enjoyed). We trained a binary prediction model with only non-
zero data and using the Support Vector Machine (SVM) method 
[28] for each individual PA. We excluded those zero values 
because those were the PAs that users have no experience with. 
Therefore, we considered them as invalid values for training the 
predictive model. We chose the SVM method, which is a 
supervised learning algorithm, because it is effective in high 
dimensional spaces and works especially well on small datasets. 
There are many other classification algorithms that can be used 
in this prediction model for comparison and optimization. The 
choice of the learning and prediction method was not one of our 
research questions and as such, we chose only one possible 
option to develop our prototype. Improving this part of the 
system is one of the future directions of the research. We divided 
our data into 80% training data and 20% testing data. For those 
PA with testing accuracy (TP + TN)/total sample size >= 70%, 
we conducted Permutation Feature Importance (PFI) experiment 
[29] to compute feature importance scores, as explained in the 
following paragraph. PFI is an algorithm that computes 
importance scores for each of the feature variables of a dataset. 
The importance measures are determined by computing the 
sensitivity of a model to random permutations of feature values. 
In other words, an importance score quantifies the contribution 
of a certain feature to the predictive performance of a model in 
terms of how much a chosen evaluation metric deviates after 
permuting the values of that feature [30]. 

Because our dataset is relatively small, we chose the 
accuracy bigger than 70% to be an acceptable prediction. Note 
that directories of different types of sports and exercises [21] are 
used in this research as potential PA for the recommendation. 
Questions 30 and 31 in the supplementary document (Appendix 
A) lists the PA used in this questionnaire.  

 
Fig. 2. Overall Workflow of the Feature Importance Experiment in Azure 
(screenshot) 

The experiment of training of the predictive model, and 
evaluating which features were more important was done in 
Microsoft Azure Machine Learning Studio. For each individual 
PA, we set up the following experiment (see Figure 2 above): 

1. Add the PA Preference Binary Classification to the 
experiment. 

2. Add a Split module to create a training and test datasets. 
3. Add a Two-Class Support Vector Machine module to 

initialize the SVM classifier. 
4. Add a Train Model module to train the classifier, and 

connect the SVM module to the left input port and the 
training dataset to the right input port. 

5. Add a Permutation Feature Importance module and 
connect the trained model and the test dataset to the left 
and right input ports respectively. Set the Metric for 
measuring performance property to Classification - 
Accuracy. 

The above 5-step experiment was done in Azure, and we 
visualized the output port of  the PFI module. Fig. 3 shows an 
example of the list of features sorted in descending order of their 
permutation importance scores for playing basketball. 

We conducted the experiment for each individual PA, then 
computed the average importance score for each feature. Note 
that for different PA, the corresponding rank of the important 
features varied, but the overall goal of this experiment is to find 
the important features for building a player model in general, so 
we used the average score here. The top 10 features with 
relatively higher average feature importance score were selected 
as the features for the final classification model. 

 
Fig. 3. Example of Feature Permutation Importance Scores (screenshot for 
Basketball) 

C. Recommender System Design 
The overall recommendation process of the system is 

outlined in Fig. 4 below. For those PA with accuracy >=70%, 
we directly used the prediction model to decide whether to 



recommend a certain type of PA to a new user or not (see the 
left branch).  

For other types of PA, we employed a collaborative filtering 
method with K-means clustering [22]. Unsupervised cluster 
analysis is performed using the questionnaire data (for the only 
PA with accuracy <70%) (see the right branch). The K value of 
4 was generated with the elbow method (to define clusters such 
that the total within-cluster sum of square (WSS) is minimized 
[23]. The K-value was calculated using fviz_nbclust() function 
in factoextra R package [24]. For each cluster, we found their 
top five (out of 13) popular PA.  

 
Fig. 4. Overall Recommendation Flowchart 

We aimed to recommend ten PA to each individual user. As 
shown in Fig. 4, set R represents the result of the final ten PA 
for recommendation, Set A represented those PA with positive 
results from the binary classification model, Set B represented 
the top five popular PA of the cluster which the target user 
belongs to, and Set C included five randomly selected PA 
(excluded those PA in Set B), as an alternate set in case the 
number of item in Set A is less than five. At this stage, the PA 
in Set R was recommended to our users in a randomized order, 
because we did not consider the weight of different PA in the 
prediction model.  

Furthermore, the PA prediction model in this proposed work 
kept updating itself. Thus, when any new data was entered into 
the system, it will be added to the dataset to re-train the 
prediction model. For instance, if a PA was recommended to a 
user, but the user provided negative feedback to the 
recommendation afterwards, the system used this feedback to re-
label the corresponding PA (changing the original label 0 to -1), 
and the prediction model was re-trained to include this data. An 
example of how the system updated itself is shown in Fig. 5 
below. In order to achieve this, we added a feedback system into 
the original application. Users could provide feedback on any of 
the recommendations provided by the system, by either tapping 
“I liked it” (1) or “I didn’t like it” (-1) buttons, or leave any 
specific comments in the comment box. This feedback was 
continuously used to retrain the model, refined, and adapted the 
recommendation to reflect the users current state. This account 
for possible changes in the user’s preferences over time. Ideally, 
with more users and data entered into the system, the accuracy 
of the prediction model, and the quality of the clustering 
improved.  

 

Fig. 5. Example of self-updated system 

IV. RESULT AND ANALYSIS 
Overall, we collected 178 questionnaire responses. Out of 

the 178 participants, 95 were males and 83 were females, with 
17.4% age between 18 to 24 years old, 34.8% age between 25 to 
34 years old, 26.4% age between 35 to 44 years old, 12.9% age 
between 45 to 54 years old, 6.2% age between 55 to 64, and 
2.2% age between 65 to 74 years old. This study covered 29 
different types of PA. Our player model consisted of 30 features 
(29 questions from the questionnaire and an additional Body 
Mass Index (BMI) calculated from height and weight). 

A. Feature Importance 
There were 16 out of 29 types of PA resulted in a prediction 

accuracy >=70%, the remaining 13 types of exercises resulted in 
relatively lower accuracy, as summarized in Table II below. As 
an example, if we look at the PA basketball, in our 178 
questionnaire responses, 121 of them have either positive 
experience (1) or negative experience (-1) for basketball. The 
rest 57 replied N/A (0) because they never actually tried it. So, 
as we can see in Table III the response rate for basketball is 
121/178 = 68%. For those 121 valid data, we use 80% of it (97) 
for training the model and the rest 20% (24) for testing the model 
(as described in section 5.2.2). We compared the predictive 
result with the actual label (1 or -1), then calculated the accuracy. 
For the 24 testing data, we predict 20 of them correctly and 4 of 
them wrong, so the accuracy is 20/24 = 83%.  



TABLE II.  ACCURACY FOR THE BINARY CLASSIFICATION PREDICTION 
MODEL 

 Type of exercise Response 
rate (non-0 

value) 

Accuracy 

Accuracy >= 
70% 

Walking or jogging 100% 81% 
Running 100% 74% 
Hiking 97% 80% 
Swimming 85% 73% 
Riding a bike 86% 76% 
Dancing 74% 85% 
Skiing 58% 72% 
Ice-skating 69% 79% 
Golf 32% 81% 
Soccer 41% 78% 
Hockey 13% 74% 
Basketball 68% 83% 
Horse-riding 21% 73% 
Snooker or billiards 89% 78% 
Yoga 42% 81% 
Conditioning 
exercise 

37% 71% 

Accuracy < 
70% 

Aerobics 94% 54% 
Weight lifting 33% 66% 
Pilates 8% 62% 
Roller skating 72% 68% 
Extreme sports 9% 48% 
Martial arts. Boxing 
or wrestling 

4% 46% 

Tennis or badminton 86% 64% 
Bowling 63% 64% 
Football 20% 57% 
Rugby 37% 55% 
Volleyball 56% 62% 
Fishing 43% 68% 
Sailing, wind-surfing 
or boating 

16% 55% 

 

 
Fig. 6. Average feature importance score for all model parameters (in 
descending order) 

TABLE III.  AVERAGE FEATURE IMPORTANCE SCORE FOR ALL MODEL 
PARAMETERS 

Feature Average feature importance 
score  

Age 0.033984 

Gender 0.027345 

Weight 0.003762 

Height 0.002397 

BMI 0.026455 

Occupation 0.015428 

8 Colors type 0.006964 

Get-up time 0.029765 

Bedtime 0.017492 

Nutritional supplement 0.003148 

Exercise importance 0.004654 

Exercise frequency 0.005054 

Why exercise 0.032987 

Exercise partner 0.011794 

Medical limitation 0.000349 

Amount of exercise 0.000130 

Trainer 0.027671 

Residence 0.016504 

Vegetarian 0.030217 

Children 0.013856 

Pets 0.010479 

Exercise music 0.023982 

Type of Phone  0.008344 

Wearable trackers 0.013067 

Soft drink 0.000228 

Video game 0.028630 

Gym mate 0.013893 

Sport brand 0.018764 

Transportation 0.002905 

Typical daily routine 0.000031 

 

The results of the average feature importance score are 
summarized in Table III above. Fig. 6 visualized the result in 
descending order. As we can see from the result, the most 
important parameters (top ten) in this prediction model were the 
user’s age, purpose of exercise, if vegetarian or not, get up time, 
video game preference, if workout with a trainer or not, gender, 
BMI, favorite type of music when exercising, and favorite sport 
brand. 

B. Comparison with the 8-Color Model 
For those twenty-nine different types of PA covered in this 

study, we did not find any significant correlations between the 
8-colors of fitness results and our participants’ PA preference. 
Thus, we believe that personality type has only a limited 
influence on people’s preference toward PA. On the other hand, 



other parameters such as an individual’s lifestyle, physical 
conditions, and social connections, may play more important 
roles in determining their exercise taste. Table IV below shows 
an example (result of one of our participant UserID #97) 
comparison between our prediction model and the 8-colors 
model. 

The average accuracy of the 8-colors model among our 
participants was 36.7% with a SD of 10.3%, compared to the 
average accuracy of our prediction model was 70.5% with a SD 
of 8.7%. 

TABLE IV.  EXAMPLE COMPARISON OF PREDICTIVE RESULTS BETWEEN 
THE 8 COLOR MODEL AND OUR PREDICTION MODEL FOR USER #97 

UserID 97 
(Reds) 

8-colors model 
prediction 

Our prediction 
model 

Actual label 

Running -1 1 1 
Walking -1 1 1 
Yoga -1 1 -1 
Swimming -1 1 1 
Tennis 1 -1 1 
Hiking -1 1 1 
Basketball 1 1 1 
Skating 1 -1 -1 
Skiing 1 -1 -1 
Soccer 1 -1 1 
Dancing -1 1 1 
Cycling -1 -1 -1 
Pilates -1 1 1 
Strength training -1 -1 1 
 5 hit, 9 miss. 

Accuracy = 
35.7% 

10 hit, 4 miss 
Accuracy = 
71.4% 

 

 

C. System updates and the Pilot Study 
Our exergame player modeling system introduced in the 

introduction section (see Fig. 1) was updated with the sub-model 
- Exerciser Type Model (8-Color) - replaced by the new 
recommender system introduced above. The replacement of this 
sub-model could improve the accuracy of the PA prediction, and 
has the potential to engage exergame user for longer term. 

Due to time constraints, we did not conduct another round of 
long-term study with the updated system yet. Instead, we invited 
five of our participants (3 males, 2 females) ranging in age from 
23 to 36 years old (M = 28.67 year old, SD = 5.35 years old) 
from the previous study [34] which was a long-term study with 
an exergame game using the player model (Fig. 1). We emailed 
all the previous participants and chose the first five who 
responded with interest to try the new version of the system and 
provide feedback. A casual two-question questionnaire was 
collected after their seven-day use of the same exergame system 
they used for two months before but with an updated exerciser 
type model. Participants provided their responses on a 7-point 
Likert scale (from 1 = strongly disagree to 7 = strongly agree). 
The statements were: 

1) I found the recommendation quality of this new version 
of the application better than the old one; and 

2) I prefer using this new version of the application over 
the old one. 

For question 1, the average score was 6.40 with a standard 
deviation of 0.55. Question 2 resulted in an average score of 6.20 
with a standard deviation of 0.84. The sample size was too small 
for conducting formal statistical analysis, but it indicated a 
visible improvement of the new recommender system.  

V. DISCUSSION 
Overall, this study focused on the optimization of our 

previously proposed exergame player modeling system [34]. 
Firstly, a questionnaire was carried out to gather data regarding 
people’s exercise preferences. Then based on the questionnaire 
results, a feature importance experiment was conducted to find 
out what parameters were more important at predicting users’ 
preference for PA. Afterward, the recommender system was re-
designed and implemented based on the prediction model. We 
compared the proposed model to an existing model on the 
accuracy in predicting user’s PA type preference.  

The new player model is a novel approach for PA 
recommendation that takes into account multiple parameters 
simultaneously and continuously learn and adapt to any changes 
in players preference over time. 

The result shows the feasibility of using the player model for 
personalizing PA, as well as the potential of using machine 
learning in building the recommender system for PA. The 
preliminary result shows considerable effect in optimizing the 
system. 

The comparison between our proposed system and the 8-
colors model shows that based on our results, it is not sufficient 
to generate PA recommendations based only on a user’s 
personality type. In fact, personality type has only limited 
influence on people’s preferences toward PA while other 
parameters such as people’s lifestyle, physical conditions, and 
social connections, may play more important roles in 
determining people’s exercise taste.  

Most existing player type models, and gamified user type 
models (e.g. BrainHex, Hexad, etc.) were built based on 
personality traits. However, for personalizing exergames, we 
argue that our proposed comprehensive exergame player model 
could be considered a potential alternative that could replace the 
traditional personality-based models (e.g., the 8-colors model). 
Particularly, our proposed model resulted in better performance 
in generating PA recommendation. 

There were certain limitations in this study, which include: 

• The binary classification doesn’t show the detailed 
preference level; a multi-class classification may be used 
for better accuracy and the ranking of different PA.  

• For different PA, the corresponding rank of the important 
features varied obviously. In this study, we aimed to find 
those common important parameters to build the general 
model, so we used the average feature important score 
for different PA. In order to generate more specific 
recommendations, we could consider each PA separately 
regarding parameter selection in the future.  

• Sometimes it might not be realistic for some users to try 
those new PAs that our system recommended. For 
example, people living in big cities may not be able to 



access certain types of outdoor activities. Therefore, in 
our future work, we would consider more viability issues 
when optimizing our recommendation algorithm. 

• In this system, we did not look at the distance between 
PA (item-based recommendation method). With a hybrid 
recommendation method, we could also consider the 
distance between PA from different perspectives (cost, 
calorie consumption, in-door/outdoor activity, 
aerobic/non-aerobic, group/individual, summer/winter 
sport, hardness, intensity, flexibility, pleasure, and 
discipline, etc.)  

VI. CONCLUSION 
Overall, this study extended the exergame player modeling 

system we proposed in our previous research [34]. In this add-
on study, we further examined what features are more important 
in building a PA recommendation model. Afterward, the 
recommender system was updated with a new recommendation 
model. The proposed model resulted in better accuracy when 
compared to an existing model in predicting users’ preference 
toward PA types. A follow-up pilot study conducted with five 
participants to further verify the precision of the model indicated 
a visible improvement of the new recommender system.  

Our proposed PA recommendation model is used within our 
own general exergame architecture, but it can be generalized to 
any other system that requires PA recommendation, including 
other exergames, health/fitness recommendation applications, 
and personal training systems, etc. 
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