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Abgract

In this paper ShowFace dreaming structure is proposed as a comprehensve framework for Persondized Face
Animation. This structure is based on widely accepted industry standards in multimedia presentation like MPEG-4
and SMIL, and extends them by defining image transformations required for certain facid movements, and dso by
providing a higher levd Face Modding Language (FML). It defines a comprehensve framework for face animation
consisting of componets for content description, creation, and playback. The component-based design and scripted
behaviour make the framework suitable for many purposes including web-based applications.
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1. Introduction

Recent developments in multimediardlated areas like Virtud Environment, Video Conferencing, Computer Games,
and Agent-based Online Applications have drawn a consderable attention to character animation. Replacing audio-
visud daa of “red people’ with multimedia presentations based on “virtud agents’ seem to be very bendficid, and
in some cases necessary. Saving bandwidth in video conferencing by replacing video data with animaion
“commands’ can be consdered an example of the former cases, while cregting new scenes with “unavailable’
charactersis an example of thelatter.

Persondized Face Animation includes dl the information and activities required to creste a multimedia
presentation resembling a specific person. The input to such a sysem can be a combination of audio-visud daa and
textud commands and descriptions. A successful face animation system needs to have efficient yet powerful
solutions for providing and displaying the content, i.e. a content description format, decoding agorithms, cresting
required content, and finally an architecture to put different componentstogether in aflexible way.

Consdering three major issues of Content Delivery, Content Creation, and Content Description, the following
features can be assumed as important requirements in amultimedia presentation system:

Streaming, i.e. continuoudy receiving and displaying data

Structured Content Description, i.e. a hierarchicd way to provide informaion about the content from high leve
scene description to low level moves, images, and sounds



Genegdized Decoding, i.e cregting the displayable content based on the input. This can be decoding a
compressed image or making anew image as requested.

Component-based  Architecture, i.e. the flexibility to rearrange the system components, and use new ones as
long asacertain interface is supported

Compatihility, i.e. the ability to use and work with widely accepted industry standardsin multimedia systems
M inimized Database of audio-visua footage and modeling

The technologicd advances in multimedia systems, speechlimage processing, and computer grgphics, and aso
new gpplications especidly in computer-based games, telecommunication, and online services, have resulted in a
rapidy growing number of publications regarding these issues These research achievements, dthough very
successful in their objectives, mostly address a limited subset of the above requirementss A comprehensive
framework for face animation is ill in conceptua stages. The ShowFace system, discussed in this paper, is a step
toward such a framework. In Section 2, some of the related works are briefly reviewed. The basic concepts and
dructure of ShowFace system are discussed in Sections 3 to 5. Some experimental results and our evauation criteria
arethetopics of Sections 6. Section 7 summarizes the proposed approach with some concluding remarks.

2. Related Work

2.1. Content Description

Multimedia Content description has been the subject of some research projects and industry standards. In case of
face animation, Facid Action Coding System (FACS) [11] was one the firgt attempts to mode the low leve
movements, which can happen on a face, by defining a st of coded actions. Although not defined for animation
purposes but to study facid actions, FACS has been used in computer graphics and animation due the convenience
the coding sysem provides. MPEG-4 [4] standard uses a similar idea (i.e. coded facid movements) by introducing
Face Animaion Parameters for facid features and their movements. These parameters can define low-levd moves
of fedures (eg. jaw-down) and dso higher-level set of moves to form a complete facid Stuaion (eg. visemes or
expressions). The dandard does not go further to define a dynamic description of the scene induding facid
activities and ther tempord relaion. Generaing facid views based on these parameters and the underlying face
model are out of the scope of MPEG-4 sandard. MPEG-4 includes eXtensble MPEG 4 Textual format (XMT)
framework to represent scene description in a textua format providing interoperability with and languages like
SMIL and VRML.

Indirectly related is Synchronized Multimedia Integration Language, SMIL [8], an XMl:based language for
dynamic (tempord) description of the events in a generd multimedia presentation. It defines time containers for
sequential, parald, and exclusve actions relaed to the presented objects, in order to synchronize the events. SMIL
does not act as dynamic content description for facia animation or any other specific gpplication.

BEAT [9] is another XML-based system, specificaly designed for human animation purposes. It is a toolkit for
automaticaly suggesting expressons and gestures, based on a given text to be spoken. BEAT uses a knowledge
base and rule s, and provides synchronization data for facid activities, dl in XML format. This enables the system
to use standard XML parsing and scripting cgpabilities. Although BEAT is not a genera content description tool,
but it demonstrates some of the advantages of XM L-based approaches.

Recent advances in developing and using Embodied Conversationd Agents (ECAS), especidly ther web-based
goplications, and growing acceptance of XML as a data representation language have drawn atention to XML-
based markup languages for virtua characters [1,10,17,20]. The basc idea is to define specific XML tags related to
agents  actions such as moving and taking. Virtud Human Markup Language (VHML) [17] is an XM L-based
language for the representation of different aspects of “virtua humans’, i.e. avatars, such as speech production,
facid and body animation, and emotiona representation. It comprises a number of specia purpose languages, such
as EML (Emotion Markup Language), FAML (Facid Animation Markup Language), and BAML (Body Animation
Makup Language). In VHML, timing of animation dements, in reation to each other and in reldion to the
redisation of text, is achieved via the atributes “durati on” ad “wai t”. Multimoda Presentation Markup
Language (MPML) [20] is another XML-based markup language developed to enable the description of multimodal
presentation on the WWW, based on animaed characters. It offers functiondities for synchronizing media
presentetion (reusing parts of SMIL) and new XML dements such as <l i st en> (basic interactivity), <t est >
(decison meking), <speak> (spoken by a TTSsystem), <mpve> (to a cetan point a the screen), and



<enption> (for dandard facid expressons). MPML addresses the interactivity and decisonmaking not directly
covered by VHML, but both suffer from alack of explicit competibility with MPEG -4 (XMT, FAPs, etc).

Scripting and  behavioural modding languages for virtud humans are consdered by other ressarchas as well
[13,15,16]. These languages are usudly smple macros for smplifying the animation, or new languages which are
not using existing multimedia technologies. Few of them are specificaly designed for face animation.

2.2. View Generation

3D head nodds have long been used for facid animation [5,16,19]. Such modes provide a powerful means of head
recongtruction in different views and dtuations, but they usudly need expensve hardware and complicated
modeling and computation, and lack the redisic gppearance. Recent gpproaches have shown successful results in
cregting 3D models from 2D images, e.g. alimited number of 2D photographs[16,19).

2D image-based methods are ancther dternaive to face condruction. Image morphing is an early mechanism
for generating new images based on exigting ones [3,12,14]. The mogt difficult task in morphing is finding control
points, which is usualy done manualy. MikeTak [12] is an image-based system, which uses opticd flow to solve
the correspondence problem. The main issues are the limited ability in credting different facid images (eg. moves
and expressons), non-effectiveness of opticd flow in detecting corresponding facid  features, especidly in
movements, and aso required image database for each person.

Bregler e d. [7] combine a new image with parts of exiging footage (mouth and jaw) to creste new talking
views. This method is dso limited to a certain view where the recordings have been made. Proper transformations
are not proposed to make a taking view in a head orientation other than the recorded views. In a more recent work,
Graf et d [14] propose recording of dl visemes in a range of possble views, so &fter detecting the view (pose)
proper visemes will be used. This way taking heads in dfferent views can be animated but the method requires a
congderably large database and il islimited to one person.

TakingFace [3] combines opticd flow and facid fedture detection to overcome some of these issues It can
learn certain image trandormations needed for taking (and to some degrees, expressons and head movements) and
apply them to any given image. Tiddeman et a [21] show how such image transformations can be extended to
include even facid texture.

2.3. Architectural Issues

Different architectures are dso proposed to peform facid animation, egpecidly as an MPEG-4 decoder/player
[6,18]. Although they try to use platform-independent and/or standard technologies (eg. Java and VRML), they are
usualy limited to certain face models ad lack a component-based and extensible structure, and do not propose any
content description mechanism more than sandard MPEG -4 parameters.

3. Structured Content Description

3.1. Design ldeas

Describing the contents of a multimedia presentation is a basic task in multimedia systems. It is necessary when a
client asks for a certain presentation to be designed, when a media player receives input to play back, and even when
a search is done to rerieve an exiging multimedia object. In al these cases, the destription can include raw
multimedia data (video, audio, e¢) and textud commands and information. Such a description works as a
Generdlized Encoding, since it represents the multimedia content in a form not necessarily the same as the playback
format,and is usualy more efficient and compact.

Although new dreaming technologies dlow red-time download/playback of audio-video data, but bandwidth
limitation and its efficient usage ill are, and probably will be, magor issues. This makes a textud desxiption of
multimedia presentation (in our case facid actions) a very effective coding/compresson mechanism, provided the
visud effects can be recreated with a minimum acceptable qudlity.

Efficient use of bandwidth is not the only advantage of facid action coding. In many cases, the “red”
multimedia data does not exist a al, and has to be created based on a description of desired actions. This leads to
the idea of representing the spatid and tempord reaion of the facid actions. In generd, such a description of facia
presentation should provide a hierarchicd dructure with eements ranging from low level “images’, to sSmple



“moves’, more complicated “actions’, to complete “stories’. We cal this a Structured Content Description, which
do requires means of defining capabilities, behavioura templates, dynamic contents, and event/user interaction.
Needless to say, compatibility with exising multimedia and web technologies is another fundamental requirement,
in thisregard.

Face Modding Language (FML, hitp:/Amww.eceubc.cal~digMultimedialfml_Lhtml) [2] is a Structured
Content Description mechanism based on eXtensible Markup Language. The main ideas behind FML are:

Hierarchical representation of face animation

Timeine definition of the relation between facia actions and externd events
Defining capabilities and behavioura templates

Compatibility with MPEG -4 FAPsand XMT framework

Compatibility with XML and related web technologies

FACS and MPEG 4 FAPs provide the means of describing low-levd face actions but they do not cover
tempora relations and higherdeved dructures. Langueges like SMIL do this in a generd purpose form for any
multimedia presentation and are not customized for specific gpplications like face animation. A language bringing
the best of these two together, customized for face animation, seems to be an important requirement. FML is
designed to do so.

Fundamenta to FML is the idea of Structured Content Description. It means a hierarchica view of face
animation capable of representing Smple individudly-meaningless moves to complicated high level dories This
hierarchy can be thought of as consisting of the following levels (bottom-up):

Frame, asingle image showing asnapshot of the face (naturally, may not be accompanied by speech)
Move, aset of frames representing linear transition between two frames (e.g. making asmile)
Action, a“meaningful” combination of moves

Story, astand-adone piece of face animation

Story Action Moves

v v * Time

Figure 1: FML Timeline

FML defines a timeine of events (Figure 1) induding head movements speech, and facid expressons, and
their combinations. Since a face animation might be used in an interactive environment, such a timeline may be
dtered and/or determined by a user. So another functiondity of FML is to dlow user interaction and in generd
event handling (eg. user input or decison-making).

A mgor concern in designing FML is compdibility with existing dandards and languages. The growing
acoeptance of MPEG 4 gandard makes it necessary to design FML in a way it can be trandated to/from a set of
FAPs. Also due to similarity of concepts, it is desirable to use SMIL syntax and congtructs, as much as possible.
FML fits smoothly in MPEG-4 XMT framework for multimedia content description and authoring.

3.2. Primary Language Constructs

FML is an XML-based language. The choice of XML as the base for FML is based on its capabilities as a markup
language, growing acceptance, and available system support in different platforms. Figure 2 shows typicd sructure
of an FML document.



<fm >
<nodel > <l-- Mdel Info -->
<nodel -item />
</ nodel >
<story> <l--StoryTineline-->
<action>
<t i me- cont ai ner >
<nove-set />
</ti me-contai ner>
</ action>
</ story>
</ fm>

Figure 2: FML Document Map; Time-container and move-set will be replaced by FML time container eements and
sets of possible activities, respectively.

An FML document consists, a higher level, of two types of elements: nodel and story. A nodel dement
is used for defining face cgpabilities parameters, and initid configuration. A st ory eement, on the other hand,
describes the timdine of events in face animation. Face animation timeine consgts of fecid activities and ther
temporal relaions. These activities are themsdves sats of smple Moves. The timeline is primarily created using two
time container elements, seq and par, representing sequentid and pardld movesets (Figure 3). A dory itself is a
special case of sequentid time container. The begin times of activities indde a seq and par are relative to previous
activity and container begin time, respectively.

<seq begi n="0">

<tal k begin="0">H </tal k>

<hdnv begi n="0" end="5" type="0" val ="30" />
</ seq>
<par begi n="0">

<tal k begi n="1">Hi </tal k>

<exp begin="0" end="3" type="3" val ="50" />

</ par>

Figure 3: FML Primary Time Container

FML supports three basic face activities talking, expressons, and 3D head movements. They can be a smple
Move (like an expresson) or more complicated (like a piece of speech). Combined in time containers, they creste
FML Actions.

Also supported in FML are behavioura templates as a primary means of behaviourd modeing. Templates
work smilar to subroutinesin normal programming languages (Figure 4).

3.3. Event Handling and Decision Making

Dynamic and interactive gpplications require the FML document to be able to make decisons, i.e to follow
different paths based on certain events. To accomplish this, excl time container and event dement are added. An
event represents any extend data, eg. the value of a user sdection. As shown in Figure 5, the new time container
asociates with an event and alows waiting until the event has one of the given vaues, then it continues with action
corresponding to that vaue. Iterations are possble through the use of r epeat atribute in dl time containers which
can dso be associated to an externd event ingtead of afixed number.



<nodel >
<img src="ne.jpg” />
<range type="0" val ="60" />
<t enpl at e name="hell 0" >
<seq begi n="0">
<tal k begi n="0">Hi </ tal k>
<hdnv begi n="0" end="5" type="0" val ="30" />
</ seq>
</tenpl ate>
</ model >
<story>
<behavi or nane="hello” />

</ story>

Figure4: FML Mode and Templates

<event nane="user” val="-1" />

<excl ev_nane="user” repeat="5">
<tal k ev_val ="0">Hi </tal k>
<tal k ev_val ="1">Bye</tal k>

</ excl >

Figure5: FML Decison Making and Event Handling

3.4. Compatibility

The XML-based nature of this language alows the FML documents to be embedded in web pages. Norma XML
parsers can extract data and use them as input to an FML-enabled player, through smple scripting. Such a script can
aso use XML Document Object Modd (DOM) to modify the FML document, eg. adding certain activities based
on user input. This compatibility with web browsing environments, gives another level of interactivity and dynamic
operation to FM L-based system.

Another aspect of FML isits MPEG -4 compatibility, achieved by:
Trandation of FML documents to MPEG-4 codesby themediaplayer.

Embedded MPEG-4 dements (fap eement is consdered to dlow direct embedding of FAPs in FML
document)

Trandationto MPEG-4 FAPsin XMT framework

4. Content Creation

4.1. Facial Feature-based Image Transformations

As experienced by FACS and MPEG 4 FAPs, knowing the mapping vectors related to the movements of some
important feature points and lines can be enough for generating new images (like taking and facid expressons) a
some satisfactory level of qudity. This means that we can only learn and save a set of mapping vectors for limited
features. When applied to an image, these vectors can be scded according to size and orientation of the new image
and then the mapping vector for other non-feature points can be interpolated. If 1, and 1, are images corresponding
to two dtates of a face, the optica flow-based gpproach defines the trandation function Ty, as mapping vectors that
tekeeach pointin |, toitsbest matchiinl,:




l2= T (1) @

Here T,, has to be stored with &l the mapping vectors for each pixel and due to its “blind” nature, can not be
scded or processed to hendle a new image other then [, . The feature-based method, on the other hand, performs a
manual or automated feature detection and forms a feature set F,; for each image |, The trandation function will now
be applied to these new data structures:

Fa=Ti2(F) 7

With availability of geometrica information of the face, the Feature Trandation Function T; can now be
processed to handle scding, rotation, and even change of orientation, and it needs less data to be stored. Assuming
that the relaled movements of head/face are very smple, the trandation function can even be used for new
characters or new head orientations of the same character. This idea is illugtrated in Figure 6. The mapping between
Images 1 and 3, and dso 1 and 2 are prelearned. In runtime, these mappings can be applied to a new character in
the same head podtions, or as illustrated in this figure, they can be combined to creste a taking nonfronta image
(Imege-4).

Combining the mappings is meaningful when each belongs to a different group of facid actions (eg. head
movements and visemes) as explained in Section 4.2.

Image-‘l/\ mmaQEQ
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Figure 6: The Feature Trandation Function learned between Images 1 and 3 is gpplied to features of Image 2 to
cregte afeature st for Image 4.

The Feature-based Image Transformation for Face Animation mainly (FIX) consists of:
Learning Feature Trandation Function (FTF) between different facia states
Applying those function to the festure points of a sourceimage
Proper interpolation to find mapping vectors f or non-feature points
View morphing to generate any number of intermediate images
Filling newly appeared regions of face (after head movements)

Texture mapping (if texture/colour changes are also saved during the learning phase)

4.2. Facial States and Features

Facid activities are trangitions between certain face “dtates’ like a viseme or expresson. In a training phase, a s&t of
feature trandation functions is learned by the system, which can map between these face dates Trandation
functions are found by tracking facid features when the modd is peforming the related transitions. A library of
these functionsiis created based on following facid states:

Visemesin full-view, shownin Table 1

Fecid expressonsin full-view (Anger, Disgust, Fear, Joy, Sadness, and Surprise)



Head movements
Tablel: VisemesLis

Viseme Example
IA/ ft
la aple
E/ €
1G] =t
fil it
m/ mother
n/ no
lo/ ®
(V) foot
Wi video

NULL (dlence)

For group 1 and 2, mappings for dl the transtions between a nontaking neutral face and any group member
are learned and stored. No transition from one group to another is necessary since they will be created by FIX. In
group 3, thisisdonefor trangitions between any two neighbouring states (30-degree steps from right profile to | eft).

It should be noted that a more comprehensve sat of visemes should be used to creste a fully redigtic visud
speech. In this work, for the sake of smplicity and without a considerable loss of qudity, single image is used for
some visemes with a minimum smilarity. Also coarticulation (the visud effect of surrounding phonemes on any
visame) is not consdered and need to be included in future research.

Each transformation is defined in the form of T=(F,M) where T is the transformation, F isthe festure st in the
source image, and M is the mapping vaues for features. Source image informetion is saved to enadble scaling and
cdibration, explained later. The feature st for each image includes face boundary, eyes and eye-brows, nose, ears,
andlips Thesefeaturelines, and the facid regions created by them are shownin Figure 7.
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Figure 7. Facid Regions are defined as areas surrounded by two facid feature lines, eg. indde eyes or between
lower lip and jaw.

The solid lines are featue lines surrounding feature regions while dashed lines define face patches. The
paiches are defined in order to dlow different areas of the face to be treated differently. Covishility is the man
concern when defining these face paiches Points in each patch will be mapped to points in the corresponding patch
of the target image, if visble.

4.3. Using Feature Translation Function

The transformations are done by first gpplying the FTF to the source feature points. This is shown in Figure 6.
Simple transformations are those which have dready been learned, eg. T, and T3 (assuming we only have Imege-
1) Combined transformations are necessxy in cases when the target image is required to have the effect of two
facid state trandtions at the same time, eg. cregting Image-4 from Image-1using Ty,



Before applying any FTF to a new set of festures, the mapping vectors have to be scaled based on the difference
between source image in T=(F,M) and the new image features. Multiple transformations can then gplied as linear
comhinations. Due to non-orthographic nature of some head movements, combined transformations involving 3D
head rotation can not be consdered a liner combination of some known transformations. Feature mapping vectors
for taking and expressions (which are learned from fronta view images) need to be modified when applied to
“moved” heeds.

Tu=aTp+bTyy €
T13= (T, Tre) = Ty @

where f, is Perspective Calibration Function (PCF), and a and b ae coefficients between 0 and 1 to control
trangition progress. PCF mainly involves moving F, andF 3using Ti,, and then re-caculating the FTF.

When the input picture is something like Image-2 in Figure 6, i.e. the new image does not have the same
orientation as the ones used in learning (Imege-1 ad Imege-3), the required transformation (eg. for talking) is T,,
which il needs scaling/perspective caibration based on Ty, and Ty,

4.4. Facial Regions

The stored transformations only show the mapping vectors for festure lines. Nonfesture points are mapped by
interpolating the mepping vaues for the feature lines surrounding their regions This is done basad on the face
region to which apoint belongs.

Face regions are grouped into two different categories:
Feature idands, surrounded by one or two “inner” festure lines
Face patches, covering the rest of the face as shown in Figure 7-b.
New Regions, which appear asthe result of head movement or talking (inside mouth)
The mapping vector for each point inside afesture idand is found usng the following formula
d o = (abs(u-r)xd,; + abs(r-Nxd, /() ©)

For the skke of smplicity, the mapping vector of each point is consdered to be only a function (weighted
average) of mapping vectors for two festure points directly above and beow €, ad d), r and c are row and
column in image for the given point, uand | are the row number for top and bottom feature points, and d is the
mapping vector.

Face paiches are defined based on covishility, i.e their points are most likely to be seen together. Defining the
patches is necessary in order to preserve the geometric validity of the transformation. The mapping vector of each
point in a patch is the weighted average of mapping of the features close to that patch.

Filling the newly appeared regions is the only task that can not be done with a single input image. Here we use
a second image (eg. a profile) that has the required region, map it to the target state, and use the data for thet

specific region.

5. ShowFace System

The basic structure of ShowFace system isillustrated in Figure 8. Five mgjor parts of thissystem are:
Script Reader, to receive an FML script from adisk file, an Internet address, or any text stream provider.

Script Parser, to interpret the FML script and create separate intermediate audio and video descriptions (eg.
words and viseme identifiers)

Video Kernd, to generate the required image frames
Audio Kerndl, to generate the required speech

MultimediaMixer, to synchronize audio and video streams



Applications (GUL Web Page, ...)
SFE-API L
Scnpt
Reader
ShowlFace ) *
Player Sphtter
ActiveX
Audio Video
Control Kernel Kernel
| |
Yy v
Multimedia
Mixer
Underlying Multimedia Framework

Figure 8: Companent -based ShowFace System Structure

Showrace relies on the underlying multimedia technology for audio and video display. The system components
interact with each other using Shonface Application Programming Interface, SF-APl, a set of interfaces exposed by
the components and utility functions provided by ShowFace run-time environment. User gpplications can access
system components through SF-API, or use a wrgpper object caled ShowFacePlayer, which exposes the man
functionality of the system, and hides programming details.

ShowFace system is designed and implemented with the concept of openness in mind. By that we mean the
ability to use and connect to exigting standard components and aso independent upgrade of the system modules. To
meke mogt use of exiding technologies ShowFace components are implemented as Microsoft DirectShow filters.
DirectShow will be ingtdlled as part of many gpplication programs like browsers and games, and comes with a set of
filters like audio and video decoders and renderers. This allows ShowFace objects to access these filters eadly and
rely on multimedia streaming services provided by DirectShow, eg. receiving data from a URL reader or MPEG-4
decoder and sending data to avideo player or file writer.

Video Kernd uses FIX technique to create the desred images. Audio Kend uses a Text-To-Speech (TTS)
engine and a st of prerecorded diphones to generate the required audio data The ShowFacePlayer wrapper object
is implemented as an ActiveX control, which can be easly used in web pages and other client gpplications. An off-
line tool, ShowrFace Sudio, is aso developed to asist in detecting the features, creating the maps, and recording
scripts.

6. Experimental Results and Evaluation

Figure 9 shows some sample images crested by FIX mehod. Images in each row ae generaed using the
transformations applied to the image a the left Sde. In case of second row, no profile (Sde) image was available 0
recregtion of the sde of the head has not been possble. In dl taking images a generic inddemouth data is used to
fill the newly gppeared regions. This can be improved by using red data for the character in image if avalable (as in
image c). Case studies for using FML documents can be found in [2].

Based on the basic ideas presented in Section 1, following criteriaare used to eva uate Showiace:
Redism
Graphic capabilities
Timeliness and streaming
Simplicity and efficiency
Descriptiveness

Compatibility and openness



Conddering these criteria, we redize that Showface is capable of creating graphic content in a vaiey of
fundamental facid dates with reasonable redism, while usng minimum computation, modd complexity, and image
database. The software structure dlows streaming applications and redl-time operation (with some performance
optimizetions). The incluson of FML is a mgor festure for content description, and overal system is compatible
with important multimediardated dandards and technologies like MPEG-4 FAPs and XMT framework and
efficiently uses XML tools and underlying multimedia environment.

()

Figure9: Transformed Faces, mapped from images &t left (a,€): frown (b,f), visemefor sound “a’ in “talk” (c,9),
and rotate to right (d,h; image h does not have sideinformation from a secondary image)

7. Concluding Remarks

An gpproach to a comprehensive framework for face animation is proposed. The main objectives of such a system
ae mentioned to be sreaming capability, structured input description, on-demand audiovideo generation, and
flexible open architecture. A component-based architecture is designed and implemented, which uses standard
interfaces to interact internally and aso with other objects provided by underlying platform.

An XML-based Face Modding Language (FML) is designed to describe the dedred sequence of actions in
form of a scenario. FML dlows event handling, and adso sequentid or simultaneous combination of supported face
states, and will be parsed to a set of MPEG-4 compatible face actions. Future extensions to FML can include more
complicated behaviour modeling and better coupling with MPEG -4 streams.

The image-based transformations used in the video kernel are shown to be successful in cregting a variety of
facid dates based on a minimum (sometimes only one) input images. They can be extended to include faciad
textures for better results, and the syssem dlows even a complete change of image generation methods (eg. using a
3D modd), aslong asthe interfaces are supported.

Better feature detection is a main objective of our future work, since any error in detecting a festure point can
directly result in a wrong transformation vector. This effect can be seen in cases like eyebrows where detecting the
exact corresponding points between a pair of learning images is not easy. As a reault, the learned transformation
may include additive random errors which causes norrsmoath eyebrow linesin transformed feature set and image.

Comhbination of predearned transformations is used to create more complicated facid sates As discussed, due
to perspective nature of head movements, this may not be a linear combination. Methods for shrinking/stretching the
mapping vectors as a function of 3D head rotation are being studied and tested. Another gpproach en be defining
the mapping vectors in term of reative postion to other points rather than numeric vaues. These relaiond
descriptions may be invariant with respect to rotations.
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