Face Animation: A Case Study for
Multimedia M odeling and Specification L anguages

Ali Aryaand Babak Hamidzadeh

Dept. of Electrical & Computer Eng., Univ. of British Columbia,
2356 Main Mall, Vancouver, BC, Canada V6T 174,
Phone: (604) 822-9181, Fax: (604) 822-5949, Email: {alia,babak} @ece.ubc.ca

Abstract

This chepter will discuss the multimedia modding and  specification  methods,
epecidly in the context of face animation. Persondized Face Animation is and/or can
be a mgor User Interface component in modern multimedia systems. After reviewing
the rdated works in this area, we present the ShowFace dreaming dtructure. This
dructure is based on most widdy accepted indudry dandards in multimedia
presentation like MPEG-4 and SMIL, and extends them by providing a higher levd
Fece Modding Language (FML) for modding and control purposes, and dso by
defining image transformations required for certain facid movements. ShowFace
edablishes a comprehensive framework for face animation conssting of components
for parsng the input script, generating and splitting the audio and video “behaviors’,
cregting the required images and sounds, and eventudly displaying or writing the data
to files This component-based design and scripted behavior make the framework
suitable for many purposes including web-basad gpplications.

Keywords: Face Animation, Taking Head, Multimedia, Modding, Language,
Structured Content Description, XML, FML, MPEG4, SMIL, FML.

INTRODUCTION

Specifying the components of a multimedia presentation and ther spaid/tempord
relations are among basc tasks in multimedia sysems. They ae necessary when a
cient asks for a certan presentation to be designed, when a media player receives
input to play, and even when a search is done b retrieve an exiging multimedia file
In dl these cases, the description of the contents can include raw multimedia daa
(video, audio, etc) and textud commands and information. Such a description works
& a Generdized Encoding, since it represents the multimedia content in a form not
necessarily the same as the playback format, and is usudly more efficent and
compact. For ingance a textud description of a scene can be a vey dfective
“encoded” verson of a multimedia presentation that will be “decoded” by the media
player when it recreates the scene.

Face Animation, as a specid type of multimedia presentetion, has been a chdlenging
subject for many researchers. Advances in computer hardware and software, and dso
new webbased gpplications, have hdped intensfy these research activities, recently.
Video conferencing and online sarvices provided by humaen characters are good
examples of the gpplications usng face animation. Persondized Face Animation



indudes dl the informeation and activities required to creste a multimedia presentation
resembling a specific person. The input to such sysem can be a combinaion of
audiovisuad data and textud commands and descriptions. A successful face animation
system needs to have efficient yet powerful sdutions for providing and digolaying the
content, i.e a ocontent desoription format, decoding dgorithms, and findly an
architecture to put different components together in aflexible way.

Although new dreaming technologies dlow regtime download/playback —of
audiovideo daa, but bandwidth limitaion and its efficient usage dill ae, and
probably will be, mgor issues This makes a textud description of multimedia
presentation (eg. facid actions) a very effective coding/compresson mechanism,
provided the visud effects of these actions can be recrested with a minimum
acceptable qudity. Based on this idea, in face animation, some researches have been
done to trandate certain facid actions into a predefined st of “codes’. Facid Action
Coding Sysem (Ekman and Friesen, 1978) is probably the first successful atempt in
this regard. More recently, MPEG4 sandard (Battista, et d, 1999) has defined Face
Animation Parameters to encode low levd facid actions like jaw-down, and higher
level, more complicated ones like amile.

Efficent use of bandwidth is not the only advantage of multimedia content
soecifications like facid action coding. In many cases, the “red” multimedia data
does not exig a dl, and has to be crested based on a description of desired actions.
This leads to the whole new idea of representing the spatid and tempord reation of
the facid actions. In a generdized view, such a description of facid presentation
should provide a hierachicd dructure with dements ranging from low levd
“imeges’, to dmple “moves’, more complicated “actions’, to complete “dories’. We
cdl this a Structured Content Destription, which adso requires means of defining
cgpabilities, behaviourd templates, dynamic contents, and event/user interaction.
Needless to sy, compdibility with exiging multimedia and web technologies is
ancther fundamentd requirement, in this regard.

Having a poweful description and gpedification mechaniam, dso is obvioudy
powerful in search gpplications that currently suffer when looking for multimedia
content. MPEG-7 dandard (Nack and Lindsay, 1999) is the newest arivd in the
group of research projects aiming at a better multimedia retrieval mechanism.

Conddering three mgor issues of Content Delivery, Content Creetion, and Content
Destription, following features can be assumed as important requirements in a
multimedia presentation system (Arya and Hamidzadeh, 2002):

1- Streaming, i.e continuoudy receiving/digplaying deta

2- Structured Content Description, i.e. a hierarchicd way to provide information
about the required content from high level scene description to low level moves,
images, and sounds

3 Content Credtion (Generdlized Decoding), i.e. creating the displayable content
basad on the input. This can be decoding a compressed image or making new
content basad on the provided textud description.

4- Component-based  Architecture, i.e. the flexibility to rearange the sysem
components, and use new ones as long as a cartain interface is supported.



5 Compatibility, i.e the adility to use and work with widdy accepted industry
gandards in multimedia systems.
6- Minimized Database of audio/visud footege.

The technologicd advances in multimedia sysems, speechlimage processng, and
computer graphics, and dso new agpplications specidly in computer-based games,
telecommunication, and online services, have resulted in a rgpidly growing number of
publications regarding these issues. Thee research achievements, dthough very
successful  in thelr objectivess, modly address a limited subset of the above
requirements. A comprehensve framework for face animation is dill in conceptud
stages.

The ShowFace system, discussed later, is a step toward such a framework. It is based
on a modular dructure that dlows mulimedia streaming usng exising technologies
and dandards like MPEG4, Windows Media and DirectX/DirectShow
(http:/Amww.microsoft.comwindows/directx), and XML  (http://mww.w3.org/XML).
The components independently reed and parse a textud input, create audio and video
data, and mix them together. Each component can be replaced and upgraded as long
as it conforms to the ShowFace Application Programming Interface (SFAPI). SF-
APl dso dlows other programs like web browsers to connect to ShowFace
components directly or through a wrapper object cdled ShowFacePlayer. The sysem
usss a language specificdly designed for face animation applications. Face Modding
Language (FML) is an XML-based dructured content description language that
describes a face animaiion in a hierarchicd way (from high levd dories to low leve
moves), giving maximum flexibility to the content desgners. Receiving FML scripts
& input, ShowFace generates the required frames based on a limited number of
images and a st of prelearned transformations. This minimizes the image database
and dso computationd complexity which ae issues in exiging approaches, as
reviewed |ater.

In Section 2, some of the rdaed works will be briefly reviewed. This includes
different gpproaches to multimedia modeing and pecification (content description in
generd), multimedia sysems architectures to support those specification mechanisms,
and eventudly, content cregtion methods used in rdated multimedia sysems. The
basic concepts and Structure of ShowFace system will be discussed in Section 3 to 5.
This includes the proposed Face Modding Language (FML) and the system structure
and components for parang the input and creating the animation. Some experimenta
results and conclusons will be the topics of Sections 6 and 7, respectively.

RELATED WORK

Multimedia Content Description

The diverse st of works in multimedia content description involves methods for
describing the components of a multimedia presentation and their spatia and tempord
rdations. Hidoricaly, one of the firg technicd achievements in this regards were
rdlaed to video editing where tempord podtioning of video dements is necessay.
The SMPTE (Society of Motion Picture and Tdevison Engineers) Time Coding
(Ankeney, 1995, Little 1994) tha precisdy gpedifies the location of audiovideo
events down to the frame levd is base for EDL (Edit Decison List) (Ankeney, 1995,



Litle, 1994) that reates pieces of recorded audiolvideo for editing. Electronic
Program Guides (EPGs) are another example of content description for movies in
form of textud information added to the multimedia stream.

More recent efforts by SMPTE are focused on Metadata Dictionary that targets the
definition of metadata description of the content (see http://www.smpte-raorg/mdd).
These metadata can include items from title to subject and components. The concept
of metadata description is base for other smilar researches like Dublin  Core
(http:/dublincoreorg, EBU P/Meta (http://www.ebu.ch/pmc metahtml), and TV
Anytime (http://mww.tv-anytime.org). Motion Picture Expet Group is dso another
mgor player in dandards for multimedia content description and ddivery. MPEG4
standard that comes after MPEG-1 and MPEG-2, is one of the fird comprehensve
atempts to define the multimedia stream in terms of its forming components (objects
like audio, foreground figure, and background image). Users of MPEG-4 systems can
use Object Content Information (OCI) to send textua information about these objects.

A more promising gpproach in content decription is MPEG-7 standard. MPEG-7 is
mainly motivated by the need for a better more powerful search mechanism for
multimedia content over the Internet but can be usad in a variety of other applications
induding mutimedia authoring. The standard extends OCl and conssts of a st of
Dexcriptors for multimedia features (Smilar to metadata in other works), Schemes
that show the dructure of the descriptors, and an XML-based Description/Schema

Definition Language.

Mog of these methods are not amed a and cusomized for a cetan type of
multimedia stream or object. This may result in a wider range of gpplication but limits
the cgpabilities for some frequently used subjects like human face. To address this
issue MPEG-4 includes Face Definition Parameters (FDPs) and Face Animation
Parameters (FAPs). FDPs define a face by giving measures for its mgor parts, as
shown in Figure 1. FAPs on the other hand, encode the movements of these facid
features. Together they dlow a receiver sysem to cresie a face (usng any graphic
method) and animate based on low level commands in FAPs. The concept of FAP can
be consdered a practicd extenson of Facid Action Coding Sysem (FACS) usd
ealier to code different movements of facid features for certan expressons and
actions.

After a saries of efforts to modd tempora events in multimedia sreams (Hirzdla, et
d, 1995), an important progress in multimedia content description is Synchronized
Multimedia Integration Language (SMIL) (Bultermen, 2001), and XML-based
language desgned to specify tempord rdaion of the components of a multimedia
presentation, specidly in web applications. SMIL can be used quite suitably with
M PEG-4 object-based streams.

There have dso been different languages in the fidds of Virtud Redity and computer
graphics for modding computer-generated scenes. Examples are Virtud Redlity
Modedling Language (VRML, http:/mww.vrml.org and programming libraries like
OpenGL (http:/Aww.opengl.org).

Ancther impartant group of rdated works are behaviourd modeing languages and
tools for virtud agent. BEAT (Cassl, e d, 2001) is an XML-based system,



gpecifically desgned for human animation purposes. It is a toolkit for autometicaly
uggesting expressons ad gestures, based on a given text to be spoken. BEAT uses a
knowledge base and rule set, and provides synchronization data for facid activities,
dl in XML format. This endbles the sysem to use standard XML pasing and
scripting cgpabilities Although BEAT is not a generd content description tool, but it
demongrates some of the advantages of XML-based gpproaches. Other scripting and
behaviourd modding languages for virtud humans ae conddeed by other
researchers as wel (Funge, et d, 1999, Kdlmann, and Thadmann, 1999, Lee e 4,
1999). These languages are usudly smple macros for smplifying the animation, or
new languages which are not usng exiging multimedia technologies Mogt of the
times, they are not oecificaly designed for face animation.

Multimedia Content Creation

In addition to treditiond recording, mixing, and editing techniques in film indudry,
computer graphics research has been long involved in multimedia and spedidly
image/video cregtion. Two man categories can be seen in these works 3D
geometricd modds (Blanz and Vetter, 1999, Lee e d, 1999, RFighin, & d, 1998) and
2D image-based methods (Arya and Hamidzadeh, 2002, Bregler, e d, 1997, Ezza
and Poggio, 1998, Gréf, et d, 2000).

The former group involves describing the scene using 3D data (as in VRML and
OpenGL) and then rendering the scene (or sequence of frames) from any point of
view. These techniques need usudly complicated 3d modds and daa and dso
computation, but are very powerful in creding any view provided the modd/daa is
incusve enough. Due to the way images are generated, and inability to indude dl the
detals, most of these methods do not have a very redisic output. In case of face
animation, 3D techniques are used by many researchers (Blanz and Vetter, 1999, Lee,
e d, 1999, Fighin, & d, 1998). To reduce the sze of required daa for modd
generation, some gpproaches are proposed to creste 3D modd based on few (two
orthogond) 2D pictures (Leg, et d, 1999).

It is shown that any view of a 3D scene can be generated from combination of a set of
2D views of that scene or by goplying some transformations on them (Arya and
Hamidzadeh, 2002, Ezzat and Poggio, 1998). This fact is base for the latter group of
techniques i.e. 2D image-based. In a Taking Head gpplication, Ezzat, & d (Ezza and
Poggio, 1998) use view morphing between pre-recorded visemes (facid views when
pronouncing different phonemes) to creste a video corresponding to any Speech.
Opticd flow computation is used to find corresponding points in two images, solving
the correpondence problem for morphing. Bregler, e d, (Bregler, e d, 1997)
combine a new image with parts of exising footage (mouth and jaw) to creste new
taking views Both thee approaches are limited to a cetan view where the
recordings have been made. No transformation is proposed to meke a taking view
after some new movements of the head. In a more recent work based on MikeTalk,
(Gref, et d, 2000), recording of dl visames in a range of possble views is proposed,
S0 after detecting the view (pose) proper visemes will be used. This way taking heads
in different views can be animated but the method requires a consderably large
database.

Defining generd image transformations for each facid action and using facid feeture
points to control the mapping, ssem to be hdpful in image-based techniques



TakingFace (Arya and Hamidzadeh, 2002) combines opticd flow and facid festure
detection to overcome these issues. It can learn certain image transformations needed
for taking (and potentidly expressons and head movements) and gpply them to any
given image. Tiddeman, et d, (Tiddeman, e d, 2001) show how such image
transformations can be extended to include even facid texture.

Multimedia Systems Ar chitectur es

Different architectures are proposed for multimedia sysems. They try to address
different aspects of multimedia, mogly streaming and playback. The man streaming
systems, amed a web-based trangmisson and playback, are Microsoft Windows
Media, Apple QuickTime, and Real Networks RedVideo (Lawton, 2000).

Different architectures are aso proposed to perform facid animation, epecidly as an
MPEG-4 decode/player (Pandzic, 2001). Although they try to use platform-
independent and/or standard technologies (eg. Java and VRML), they are usudly
limited to certain face models and lack a component-based and extensble Structure,
and do not propose any content description mechanism more than standard MPEG4
parameters.

STRUCTURED CONTENT DESCRIPTION IN SHOWFACE

Design lIdeas

Dexcribing the contents of a multimedia presentation is a basc tak in multimedia
systems. It is necessary when a client asks for a certain presentation to be designed,
when a media player receives input to play, and even when a search is done to retrieve
an exiging multimedia file In dl these cases the description can include raw
multimedia data (video, audio, eic) and textud commands and information. Such a
description works as a Gengrdized Encoding, since it represents the multimedia
content in a form not necessarily the same as the playback format, and is usualy more
efficient and compact. For instance a textud description of a scene can be a very
effective “encoded” verson of a multimedia presentation that will be “decoded” by
the media player when it recrestes the scene.

Although new dreaming technologies dlow redtime download/playback of
audiolvideo data, but bandwidth limitation and its effident usage 4ill ae and
probably will be, mgor issues This makes a textud desiption of multimedia
presentation (in our case fadd actions) a very effective coding/compresson
mechanism, provided the visud effects can be recrested with a minimum acceptable
qudity.

Efficient use of bandwidth is not the only advantage of facid action coding. In many
casss, the “red” multimedia data does not exis at dl, and has to be created based on a
description of desred actions. This leads to the whole new idea of representing the
goatid and tempord rdation of the facd actions In a generdized view, such a
description of facid presentation should provide a hierarchicd dructure with dements
ranging from low leve “images’, to smple “moves’, more complicated “actions’, to
complete “stories’. We cdl this a Structured Content Description, which dso requires
means of defining capabilities, behaviourd templaes, dynamic contents, and



event/user interaction. Needless to say, compatibility with existing multimedia and
web technologies is another fundamenta requirement, in this regard.

Story Action Moves

v k4 # Time

Fig. 1. FML Timeline and Tempord Relation of Face Activities

Face Modding Language (FML) is a Structured Content Description mechanism
based on eXtensble Markup Language. The main ideas behind FML are:

Hierarchica representation of face animation

Timeline definition of the relation between facid actions and externd events

Defining capabilities and behaviour templates

Compatibility with MPEG-4 FAPs

Compatibility with XML and related web technologies

FACS and MPEG-4 FAPs provide the means of describing low-leve face actions but
they do not cover tempord rdations and higher-level structures. Languages like SMIL
do this in a gened purpose form for any multimedia presentation and ae not
cusomized for specific gpplications like face animaion. A language bringing the best
of these two together, customized for face animaion, seems to be an important
requirement. FML is designed to do so.

Fundamentd to FML is the idea of Structured Content Description. It means a
hierarchicd view of face animation capable of representing smple individudly-
meaningless moves to complicated high level sories. This hierarchy can be thought of
asoonsstlng of the following levels (bottom-up):

Frame, a sngle image showing a snapshot of the face (Naturdly, may not be

accompanied by speech)

Move, a st of frames representing linear trandtion between two frames (eg.

meking agmile)

Action, a“meaningful” combination of moves

Story, a stand-alone piece of face animation

The boundaries between these levds ae not rigid and wel defined. Due to
complicated and highly expressve naure of facid activities, a sngle move can make
a dample yaet meaningful dory (eg. an expresson). The levels are badicdly required
by content designer in order to:

Organize the content

Define tempora relation between activities



Devdop behaviourd templates based on hisher presentation purposes and
structure.

FML defines a timeine of events (Figure 1) incuding head movements, speech, and
facid expressons, and their combinations. Since a face animaion might be used in an
interactive environment, such a timdine may be dtered/determined by a usr. So
another functiondity of FML is to dlow user interaction and in generd event
handling (Notice that user input can be consdered a specid case of external event.).
This event handling may bein form of:

Decison Making; choosing to go through one of possible paths in the Sory

Dynamic Generation; creating anew set of actionsto follow

A maor concan in desgning FML is compdtibility with exiding sandards and
languages. Growing acceptance of MPEG-4 sandard makes it necessary to design
FML in a way it can be trandated to/ffrom a set of FAPs Also due to smilarity of
concepts, it is dedrable to use SMIL syntax and congtructs, as much as possible.

Primary L anguage Constructs

FML is an XML-based language. The choice of XML as the base for FML is based on
its cgpabilities as a makup language, growing acceptance, and avalable system
support in different platforms. Figure 2 shows typica structure of an FML.

<fm >
<nmodel > <l -- Model Info -->
<model -info />
</ nodel >
<story> <l-- Story Tinmeline -->
<action>
<ti me-cont ai ner >
<nmpve-set >
<. . . >
<nmove-set >
<. . . >
</tinme-container>
<. . . >
</ action>
<. . . >
</ story>
</fm>

Fig. 2. FML Document Map; Time-container and move-s&t will be replaced by FML
time container eements and sets of possible activities, respectively.

An FML document consids a higher levd, of two types of dements model ad
sory. A model dement is used for defining face capabilities, parameters, and initid
configuration. A story eement, on the other hand, describes the timdine of events in
face animation. It is possble to have more than one of each dement but due to
possble sequentid execution of animation in dreaming agpplications, a model eement
affect only those parts of document coming after it.



Face animation timeline condds of facid activities and ther tempord reations
Thee ativities ae themsdves sas of smple Moves. The timdine is primarily
crested usng two time contaner dements, seq and par representing sequentid  and
padld move-sets. A gory itdf is a specid case of sequentid time container. The
begin times of activities indde a seq axd par ae rddive to previous activity and
container begin time, respectively.

<seq begi n="0">

<tal k begin="0">Hell o Worl d</tal k>

<hdnv begi n="0" end="5" type="0" val ="30" />
</seq>
<par begi n="0">

<tal k begin="1">Hell o Worl d</tal k>

<exp begi n="0" end="3" type="3" val ="50" />
</ par>

Fig. 3. FML Primary Time Container

FML supports three basc face activities taking, expressons, and 3D heed
movements. They can be a smple Move (like an expresson) or more complicated
(like a piece of gpeech). Combined in time containers, they create FML Actions. This
combination can be done using nested containers, as shown in Figure 4.

<action>
<par begi n="0">
<seq begin="0">
<tal k begi n="0">Hel |l o Worl d</tal k>

<hdnv begi n="0" end="5" type="0" val ="30" />
</seq>

<exp begin="0" end="3" type="3" val ="50" />
</ par>
</action>

Fig. 4. Nested Time Container

FML dso provides the means for cregting a behaviord modd for the face animation.
At this time, it is limited to initidization data such as range of possble movements
and image/sound database, and smple behaviord templates (subroutines). But it can
be extended to incude behaviord rules and knowledge bases specidly for interactive
goplications. A typicd model dement is illugrated in Fgure 5, defining a behaviorad
template used later in story.

Event Handling and Decision Making

Dynamic interactive gpplications require the FML document to be abile to make
decisons, i.e to follow different paths based on certan events. To accomplish this
excl time container and event edement are added. An event represents any externd
data, eg. the vaue of a user sdection. The new time container asociates with an



event and dlows waiting until the event has one of the given vaues then it continues
with action corresponding to thet vaue.

<nodel >
<img src="ne.jpg” />
<range dir="0" val ="60" />
<tenpl ate name="hell 0" >
<seq begin="0">
<t al k begi n="0">Hel | o</t al k>
<hdnmv begi n="0" end="5" dir="0" val ="30" />
</seq>
</tenpl ate>
</ model >
<story>
<behavi or tenplate="hello” />
</story>

Fig. 5. FML Modd and Templates

<event id="user” val="-1" />
<excl ev_id="user”>
<tal k ev_val ="0">Hel | o</t al k>
<tal k ev_val ="1">Bye</tal k>
</ excl >

Fig. 6. FML Dedson Making and Event Handling

Compatibility

The XML-based nature of this language adlows the FML documents to be embedded
in web pages. Norma XML parsers can extract data and use them as input to an
FML-endbled player, through smple scripting. Such a script can dso use XML
Document Object Modd (DOM) to modify the FML document, eg. adding certain
attivities based on user input. This compatibility with web browsng environments,
gives another level of interactivity and dynamic operdtion to FML-based system, as
illustrated in Section 5.

Another aspect of FML is its competibility with MPEG4 face definition/animation
parameters. This has been achieved by:
Trandation of FML documents to MPEG-4 codes by the media player.
Embedded MPEG-4 dements (fap dement is conddered to dlow direct
embedding of FAPsin FML document)

Case Studies

1. Static Document

The firgt case is a smple FML document without any need for user interaction. There
is one unique pah the animation follows The interesting point in this basc example
isthe use of loop Structures, using r epeat atribute included in any activity.



The event dement specifies any externd entity whose vaue can change. The default
vaue for repeat is 1. If there is a numericd vaue, it will be used. Qherwise, it must
be an event id, in which case the vdue of that event a the time of execution of
related activity will be used. An FML-compatible player should provide means of
sting externd events vadues. ShowFacePlayer has a method cdled SetFaceEvent,
which can be cdled by the owner of player object to smulate externa events.

<event id="select” val="2" />
<. .. 0>
<seq repeat="select”>
<tal k begin="0">Hel |l o Worl d</tal k>
<exp begin="0" end="3" type="3" val ="50" />
</seq>

Fig. 7. Repeated Adivity. Using event is not necessary

2. Event Handling

The second example shows how to define an externad event, wait for a change in its
vdue, and peform cetan activiies based on the vdue An externd event
corresponding to an interactive user sdection is defined, fird. It is initidized to —1
that specifies an invdid vdue Then, an excl time contaner, induding required
activities for possble user sdections, is associated with the event. The excl dement
will wait for a vdid vaue of the eent. This is equivdent to a pause in face animation
until auser sdection is done.

It should be noted that an FML-based system usudly conssts of three parts:
FML Document
FM L-compatible Player
Owner Application

In a dample example like this it could be esser to Smply implement the “sory” in the
owner gpplication and send smpler commands to a player just to create the specified
content (eg. face saying Helo). But in more complicated cases, the owner application
may be unaware of dedred dories, or unable to implement them. In those cases, eg.
interactive environments, the owner only smulates the externa parameters.

3. Dynamic Content Generation

The last FML example to be presented illustrates the use of XML Document Object
Modd (DOM) to dynamicdly modify the FML document and generate new
animetion activities.
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Fig. 8. Dynamic FML Generation

function onLoad()

{
facePl ayer. ReadFM_(“test.fm ”);
facePl ayer. Run();

}

function onHel | oButton()

facePl ayer. Set FaceEvent (

“user”, 0);
}
function onByeButton()
{
facePl ayer. Set FaceEvent (
“user”, 1);
}

Fig. 9. JavaScript Code for FML Event shown in Figure 6

The smplified and patid JavaScript code for the web page shown in Figure 8 looks
likethis

function onRi ght ()

{
var fm = fm doc. docunment El enent ;
var new = fnl doc. createEl enment (“hdnmv”);
new. set Attri bute(“dir”,”0");
new. set Attri bute(“val”,”30");
fm .appendChil d(new);
}

More complicated scenarios can be conddered, usng this dynamic FML generation,
for ingance, having a formbased web page and asking for user input on desred
behavior, and usng templatesin model section of FML.



CONTENT CREATION IN SHOWFACE

Feature -based | mage Transformation (FI X)

FML parser component of ShowFace sysem determines the visud activities required
in the face. These activities are trangtions between certain face tates like a viseme or
expression. In a training phase, a s&t of image-based transformations is learned by the
sysem, which can map between these face dates Transformations ae found by
tracking facid features when the modd is peforming the rdated trandtions, and then
goplied to a given imege, as illudraied in Fgure 10. A library of tranformaions is
created based on following facid detes.

Visamesin full-view
Fadal expressonsin full-view
Head movements

For group 1 and 2, mappings for dl the trangtions between a nonttalking neutrd face

and any group member are dored. In group 3, this is done for trangtions between any
two neighbouring states (Figure 11).
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Fig. 10. Facid Fesatures and Image Transformations, (a) mode sate 1, (b) modd date
2, (c) target character in state 1, (d) target character in Sate 2

Each trandformation is defined in form of T=(F,M) where T is the transfor mation, F is
the feature set in the source image, and M is the mapping vaues for features. Source
image information is saved to enable scding and cdibration, explained later. The
festure set for each image includes face boundary, eyes and eye-brows, nose, ears,
and lips. These feature lines, and the facid regions created by them ae shown in
Figure12.



The solid lines are feature lines surrounding fegture regions, while dashed lines define
face patches. The patches are defined in order to adlow different areas of the face to be
trested differently. Covishility is the main concern when defining these face patches.
Points in each patch will be mapped to points in the corresponding petch of the target
imege, if visble

& uWeoge |
Fig. 11. Moving Head States. The same three states exi<t for rotating to left,
in addition to afull-view image, at the center.

Fig. 12. Facid Regions are defined as areas surrounded by two facid feature lines,
eg. indde eyes or between lower lip and jaw. Some face patches are removed from
(b) for smplicity.

The trandformations are done by firs applying the mapping vectors for the feature
points. This is shown in Figure 13. Smple trandormations are those which have
dready been learned, eg. T and Ti3 (assuming we only have Image-1) Combined
transformations are necessary in cases when the target image is required to have the
effect of two facid date trangtions at the sametime, eg. T4

Due to nontorthographic nature of some head movements, combined transformations
involving 3D head rotation can not be conddered a liner combination of some
known tranformations. Feature mapping vectors for taking and expressons (which
are leaned from frontd view imeges) need to be modified when applied to “moved”
heads.

Tu=aTp+bT
T13=fp(Tw, T) = T

where f, is Perpective Cdibration Function, and a and b are coefficients between 0O
and 1 to control trangtion progress. Tz will dso be scded based on face dimendons
in sourceltarget images.



When the Image2 is given, i.e. the new image does not have the same orientation as
the one used in leaning, the required trandformation is Toq which dill needs

scaing/perspective cdibration based on Tz and Tao.

Image-'l/_\ /"\mage-}!

s =l e = 77
= = = .

ImageM ‘-"\__/Imagwl

Fig. 13. Feature Transformation Tj; is the transformetion between Image-i and Image-
-

Facial Region Transformation

The gored transformaions only show the mapping vectors for feature lines. Non-
fegture points are mapped by interpolating the mapping vaues for the festure lines
surraunding ther regions. This is done based on the face region to which a point
belongs.

Face regions are grouped into two different categories.
Feature idands, surrounded by one or two “inner” feature lines
Face patches, covering the rest of the face as shown in Figure 4-b.

The mapping vector for each point indde a group-1 region is found usng the
following formula

Orc= W(du,c, dl,c)

where the function w is a weighted average with distance as the weights, r and ¢ are
row and column in image for the given point, u and | are the row number for top and
bottom feeture points, and d is the mapping vector.

Face patches are defined based on covighility, i.e ther points ae mogt likdy to be
seen together. Defining the patches is necessary in order to preserve the geometric
vdidity of the trandformation. The mapping vector of each point in a pach is the
weighted average of mapping of dl the paich corners. Extra checking is performed to
meke sure a point ingde a paich will be mapped to another point in corresponding
paich of target image.



Sample Images
Figure 14 shows some sample outputs of the image transformations.
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Fig. 14. Trandformed Faces, mapped from 7-a frown (@), smile (b), visemes for
sounds “00” and “a@’ in “root” and “tak” (c and d), rotate to right (€), and non-frontal
taking (f)

Speech Synthesis

To achieve the best qudity with minimum database requirements, ShowFace uses a
concatendtive gpproach to speech synthess. Diphones (the trangtions between the
deady-gtate of a phoneme to the steady-date of another) are used as the basis of this
gpproach. An off-line diphone-extraction tool is designed to creste a database of
diphones from exiging audio footage This database is normdized for power and
pitch to provide a smocth initid set. The diphones are then dynamicaly connected
based on the phoneme ligt of a given text to be spoken.

An FFT-basad comparison of diphones finds the best connection point for two
diphones a run time. This results in a dynamic time length cdculaion for diphones
and words which will then be used to find the necessary duration of the corresponding
visud trangtions and the number of frames to be generated, in order to achieve a lip-
synchronized audio-visud stream.



SHOWFACE FRAMEWORK
System Architecture

The basic sructure of ShowFace sysem is illudrated in Figure 15. Five mgor parts of
this system are:
- Script Reeder, to receive an FML script from a disk file, an Internet address,

or any text stream provider.

Script Parser, to interpret the FML script and create separate intermediate

audio and video descriptions (e.g. words and viseme identifiers)

Video Kernd, to generate the required imeage frames

Audio Kernd, to generate the required speech

Multimedia Mixer, to synchronize audio and video streams

Applications (GUI, Web Page, ...)
SF-API -
Script
Reader
ShowFa +
ce Splitter
Payer
ActiveX
Audio Video
Kernel Kernel
v v
Multimedia
Mixer
Underlying Multimedia Framework

Fig. 15. Component-based ShowFace System Structure

ShowFace rdies on the undelying multimedia technology for audio and video
display. The sysem components interact with each other usng ShowFace Application
Programming Interface, S~API, a sat of interfaces exposed by the components and
utility functions provided by ShowFace run-time environment. User gpplications can
access system components through SF-API, or use a wrgpper object cdled
ShowFacePlayer, which exposes the man functiondity of the system, and hides
programming details.

ShowFace sysem is designed and implemented with the concept of openness in mind.
By tha we mean the ability to use and connect to exiding standard components and
dso independent upgrade of the sysem modules. To meke most use of exiding
technologies, ShowFace components are implemented as Microsoft DirectShow
filters.



DirectShow is a multimedia streaming framework, which dlows different media
processing to be done by independent objects cdled filters, which can be connected
usng sandard Component Object Modd (COM) interfaces. DirectShow will be
inddled as pat of many gpplication programs like browsers and games, and comes
with a st of filters like audio and video decoders and renderers. This dlows
ShowFace objects to access these filters easly and rdy on multimedia streaming
sarvices provided by DirectShow, eg. receiving data from a URL reader or MPEG4
decoder and sending datato avideo player or file writer.

The ShowFacePlayer wrgpper object is implemented as an ActiveX control, which
can be essly used in web pages and other dient gpplications. An off-line todl,
ShowFace Studio, is aso developed to assst in detecting the features, cregting the
maps, and recording the FML scripts. Some samples of transformed faces are shown
in Hgure 4.

CONCLUDING REMARKS

Reviewing the most important works in the aea of multimedia specification
and presentetion, it's been shown that a comprehensve framework for face
animation is a requirement which has not been met. Such a framework needs to
provide:
- adructured content description mechaniam,

an open modular achitecture covering aspects from getting input in
gandard forms to generating audio/video data on demand,

efident dgorithms for generating multimedia with  minimum use of
exiging footage and computationa complexity.

An gpproach to such a framework, ShowFace System, is proposed. Unlike most
of exiging sysems, ShowFace is not limited to an off-line goplication or a
media player object, but provides a complete and flexible architecture The
component-based  architecture uses dandard  interfaces to  interact  interndly
and dso with other objects provided by undelying plaform, meking maximum
use of exiging technologies like MPEG-4, XML, and DirectX. These components
can be usd spaady, o in a combinaion controlled by the animation

application.

An XML-based Face Modding Language (FML) is designed to describe the
desred sequence o ations in foom of a scenaio. FML  dlows event
handling, and dso sequentid or Smultaneous combination of supported face
dates, and will be pased to a st of MPEG4 compatible face actions Main
contributions of FML ae its hieachicd dructure, flexibility for ddic
and dynamic scenarios, and dedication to face animetion. Competibility with
MPEG-4 and use XML as a base ae dso among the important features in the
language. Future extensons to FML can incdude more complicated behaviour
modding and better coupling with MPEG-4 streams.

The image-based trandformations used in the video kend ae shown to be
successful in - cregting a variely of facid dates besed on a minimum input
images. Unlike 3D gpproaches, these transformations do not need complicated



modding and computations. On the other hand, compaed to usud 2D
goproaches, they do not use a huge database of images. They can be extended
to incdude fecid textures for better results, and the system dlows even a
complete change of image generation methods (eg. usng a 3D modd), as long
as the interfaces are supported.

Better feature detection is a man objective of our future work, since any eror in
detecting a feature point can directly result in a wrong transformation vector. This
effect can be seen in cases like eyebrows where detecting the exact corresponding
points between a par of learning images is not easy. As a reault, the learned
tranformation may include additive random erors which causes nonsmooth
eyebrow linesin transfor med festure set and image.

Combingtion of prelearned transformations is used to creste more complicated facid
dates. As discussed, due to perspective nature of head movements, this may not be a
linear combination. Methods for dhrinking/stretching the mapping vectors as a
function of 3D head rotation are being studied and tested. Another approach can be
defining the mapping vectors in term of reddive podtion to other points rather than
numeric vaues These rddiond descriptions may be invaiant with respect to
rotetions.
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