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a b s t r a c t 

Traditional text emotion analysis methods are primarily devoted to studying extended texts, such as news reports 

and full-length documents. Microblogs are considered short texts that are often characterized by large noises, new 

words, and abbreviations. Previous emotion classification methods usually fail to extract significant features and 

achieve poor classification effect when applied to processing of short texts or micro-texts. This study proposes a 

microblog emotion classification model, namely, CNN_Text_Word2vec, on the basis of convolutional neural net- 

work (CNN) to solve the above-mentioned problems. CNN_Text_Word2vec introduces a word2vec neural network 

model to train distributed word embeddings on every single word. The trained word vectors are used as input 

features for the model to learn microblog text features through parallel convolution layers with multiple convo- 

lution kernels of different sizes. Experiment results show that the overall accuracy rate of CNN_Text_Word2vec 

is 7.0% higher than that achieved by current mainstream methods, such as SVM, LSTM and RNN. Moreover, 

this study explores the impact of different semantic units on the accuracy of CNN_Text_Word2vec, specifically 

in processing of Chinese texts. The experimental results show that comparing to using feature vectors obtained 

from training words, feature vector obtained from training Chinese characters yields a better performance. 
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. Introduction 

Microblog has become a popular channel for people to communi-

ate and express emotions. The massive amount of microblogs gener-

ted daily provides a favorable data base for text emotion analysis [1,2] .

icro-texts have a more complex emotional vocabulary than commen-

ary texts, such as news, movies, and documents. Therefore, conducting

motional analysis on microblog texts is a challenging task that has re-

eived considerable research attention [3,4] . 

Emotion classification (EC) is an important method for automatic

ining and analysis of subjective information, such as views, opinions,

motions, and likes and dislikes in texts. EC identifies the sentimen-

al polarities (positive or negative) of a given text and then classifies

he text accordingly. Most existing emotion analysis methods are either

ictionary-based rule methods [5–10] or statistical machine learning

ethods [11–14] . A dictionary-based rule method computes the emo-

ional tendency of a microblog in accordance with an emotional dic-

ionary that consists of a list of predefined emotion vocabularies. A

achine learning-based method (shallow learning) considers emotional

nalysis as a problem of pattern classification and builds a classification

odel to predict the sentimental polarity of a microblog. 
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Most traditional emotion classification methods are designed for pro-

essing of extended texts. When it comes to processing of micro-texts

uch as microblogs, these methods fail to achieve good classification per-

ormance because the extracted features are inconspicuous. Moreover,

hese traditional methods do not take into consideration the semantic

elevance between features. For example, if the word ”suffering ” appears

n the text to be classified and the only word used in a positively-labeled

ext is ”sad ”, then accurate classification cannot be performed. 

In this paper, we propose a microblog emotion classification model,

NN_Text_Word2vec, intending to solve the above-mentioned problems

sing a convolutional neural network (CNN). The main contributions of

his paper are as follows: 

1. In view of the characteristics of Chinese texts, the word-2vec neu-

ral network model is proposed to classify the emotions in Chinese

microblog texts based on the feature vectors of single characters.

The experimental results show that the feature vectors composed

by Chinese characters are more helpful for emotional classifica-

tion of Chinese microblog short texts than those composed by

Chinese words. 

2. The feature vectors trained by the word2vec model are proposed

as input features. The convolutional neural network model com-
ne 2020 
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bined with the attention mechanism with multiple convolutional

kernel of different sizes is established to realize end-to-end in-

tegrated training and improve the accuracy of the text emotion

classification. 

3. Comparative evaluations on the overall accuracy of emotional

classification in the following four models have been conducted

and reported in this paper: CNN_-Text_word2vec (with and with-

out word2vec word vector used), SVM, RNN, LSTM. The exper-

iment results show that the emotional classification accuracy of

CN-N_Text_word2vec on Chinese microblogs are 7%, 6.9% and

2.91% higher than that of SVM, RNN, LSTM respectively. Fur-

thermore, we also conduct experiments and report the results

on the overall accuracies of CNN-_Text_word2vec when seman-

tic units (i.e. both word vectors and character vectors) of differ-

ent scales are used. Comparative evaluation results demonstrate

a consistently higher accuracy when character vectors are used

than word vectors in each of the scale setting tested. 

. Related work 

.1. Traditional emotional classification approaches 

By learning methods, traditional emotion classification methods can

e divided into three categories, namely, supervised, unsupervised, and

emi-supervised learning methods. 

Supervised learning methods mainly use machine learning methods

or emotion classification. Pang et al. [15] used online emotional anal-

sis to study online movie reviews and compared the performance of

aive Bayes, maximum entropy classification, and support vector ma-

hines (SVMs). The results showed that SVMs achieved a higher accu-

acy than other methods. Mullen et al. [16] used SVMs to synthesize var-

ous feature information from different sources using a unigram model

nd achieved better classification performance than the work of Pang

t al. Kennedy et al. [17] , through combined use of contextual valence

hifters and SVMs, achieved favorable results in emotion classification.

bbasi et al. [18] applied the emotion classification method to English

nd Arabic websites and used the entropy-weighted genetic algorithm

EWGA) to improve classification accuracy. 

Unsupervised learning methods mainly classify emotions based on

rior knowledge. These methods are less effective than their supervised

ounterparts but have attracted wide attention from researchers be-

ause they do not entail a large labeled corpus. Turney [19] determined

hether a review was recommended or not by identifying the average

emantic orientation of the phrases that contained adjectives or adverbs

n the review. The semantic orientation of a phrase was obtained on the

asis of the mutual information between a given phrase and the word

excellent ” minus the mutual information between the given phrase and

he word ”poor ”. Wilson et al. [20] manually labeled a group of words

sing a manual annotator to construct an emotional dictionary. The sys-

em they built automatically recognized the context polarity of a subset

f emotional expressions and achieved favorable results. Adreevskaia

t al. [21] used a dictionary (WordNet) to learn the emotional direction

f a text based on semantically relevant words that were mined in the

ictionary. Lu et al. [22] used a corpus-based method to infer the emo-

ional orientation of words in a given corpus through analysis of the re-

ationship between words and certain observed information; moreover,

hey built an emotional language vocabulary for a specific domain. Za-

ibalov et al. [23] used an automatic seed word selection method for

nsupervised emotion classification of Chinese product reviews. This

ethod did not require any labeled training data and achieved 92% F1.

The semi-supervised learning method is a suitable option when there

re only few labeled datasets. It consumes less time and manpower

han supervised learning methods and achieves better classification ef-

ect than unsupervised learning methods. Therefore, semi-supervised

earning methods demonstrate advantages over the other two types of

ethods. Sindhwani et al. [24] proposed a method that incorporated
2 
abeled features and unlabeled documents into a standard regularized

east squares method. In scenarios where labeled data were limited and

nlabeled data were the majority, this method achieved better results

han the pure supervised methods and the competitive semi-supervised

earning methods. Dasgupta and Ng [25] first used spectral techniques to

ine explicit unambiguous reviews and used them to classify ambiguous

eviews through a combination of active, transductive, and ensemble

earning. They combined various semi-supervised emotion classification

ethods and achieved favorable classification results. Wan [26] applied

 collaborative training method to the semi-supervised learning with la-

eled English corpus and unlabeled Chinese corpus for Chinese emotion

lassification, which solved the problem of cross-language emotion clas-

ification. The semi-super-vised emotion classification model proposed

y Li et al. [27] can effectively solve the problem of non-equilibrium

motion classification. 

.2. Emotion classification based on deep learning 

Deep learning models have achieved remarkable results in computer

ision [28] and speech recognition [29] in recent years. It has also

een applied to natural language processing tasks, including the study

f word embedding and training of texts. Bengio et al. [30] proposed an

rchitecture for estimating neural network language models that used

 feedforward neural network with a linear projection and a nonlinear

idden layer to learn word embedding representation and statistical lan-

uage models simultaneously. Their work has been cited in many stud-

es. Mikolov et al. [31,32] introduced Skip-Gram, an effective means of

earning high-quality distributed vector representations. Skip-Gram can

earn to represent fixed-length embedding vectors by predicting adja-

ent terms in a document. Glorot et al. [33] proposed a deep learning

ethod for the domain adaptation problem of emotion classifiers and

pplied this method to emotion classification of large-scale online re-

iews in order to improve classification accuracy. Socher et al. [34] in-

roduced a recursive neural network that represented phrases as word

mbeddings and analysis trees to realize emotion classification. Func-

ions on the basis of a correction factor is then used to calculate the

ord embedding. 

Most existing algorithms that learn continuous word representations

ypically only model the syntactic context of words but ignore the sen-

iment of the text. Tang et al. [35] addressed this issue by learning sen-

iment specific word embeddings(SSWEs), which encodes sentiment in-

ormation in the continuous representation of words. Ren et al. [36] pro-

osed a context-based neural network model for Twitter sentiment anal-

sis that incorporated contextualized features from relevant tweets into

he model in the form of word embeddings. 

A CNN uses convolution filters to learn local features [37–39] . First

sed in computer vision, CNNs have then been applied to natural lan-

uage processing and achieved favorable results in semantic analysis

40] , search query retrieval [41] , sentence modeling [42] , and other

onventional natural language processing (NLP) tasks [43,44] . 

Application of CNNs in text classification has attracted increasing

esearch attention. Satapathy [45] is the first of its kind to incorpo-

ate deep learning into a microtext normalization module and improve

he sentiment analysis task. Wang et al. [46] proposed a jointed CNN

nd RNN architecture, taking advantage of the coarse-grained local fea-

ures generated by the CNN and long-distance dependency learned via

he RNN for sentiment analysis of short texts. Arora [47] proposes a

ext normalization with deep convolutional character level embedding

Conv-char-Emb) neural network model for SA of unstructured data.

im [48] used a CNN to classify sentences pre-processed by word em-

eddings and built a text classification model on the basis of the CNN.

he experiment results showed that the CNN-based text classification

ethod achieved higher accuracy than the optimal method did. By

rawing inspiration from the work by Kim et al., we built a model that

sed multiple convolution kernels of different sizes to learn the feature

ectors at the sentence level, concatenated the feature vectors and con-
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Fig. 1. Typical CNN model. 
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Fig. 2. CBOW neural network model. 
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tructed new sentence feature vectors for the emotion classification on

icroblogs. 

. Research background 

.1. CNN 

Traditional feedforward neural networks connect each input neuron

o its corresponding output neuron on the following layer. This process is

alled a full connection. However, this method entails additional calcu-

ation of weights and offsets, which seriously affects the training speed.

nstead of adopting full connection, CNN uses partial connection, that

s, each neuron is linked to only a region of the input layer which is re-

erred to as a local receptive field of the hidden neuron. Another feature

f CNNs is the use of shared weights. A neuron in a hidden layer is the

esult of convolution of hidden neurons from a local receptive field. A

ocal receptive field generates one neuron for the next layer each time it

oves. In each convolution kernel, the weight used, including the size

nd the value, remains unchanged. Thus, the number of training in a

NN does not depend on the number of neurons, but on the size of the

onvolution kernel. Therefore, a CNN has fewer parameters and a faster

raining speed than previous neural network models. 

A typical CNN model consists of the following layers: input, convo-

ution, pooling, fully-connected, and output layers. Fig. 1 illustrates the

tructure of a CNN. 

In this example, the input layer has 20X20 neurons and 10 feature

aps from the input layer to the convolution layer. Each feature map

efines a 5X5 shared weight and a single shared offset, which defines a

X5 partial receptive field. Then, the partial receptive field will move

cross the entire image. For each partial receptive field, a hidden layer

ill have a different hidden neuron. Thus, each feature map will have a

6X16 neuron output from the convolution layer; for all feature maps,

he result is a 10X16X16 hidden-feature neuron layer. Next, the pooling

ayer is applied to a 2X2 region, which is considered max-pooling of

he eigenvalues of the 10 feature maps. The result is a 10X8X8 hidden-

eature neuron layer. The next layer in the network is a fully-connected

ayer that connects every neuron in the pooling layer to every neuron

n the output layer. Finally, an output layer of softmax is used, and the

nput and output samples belong to the probability of each class. 

.2. Word2Vec model 

Word2Vec is a neural network model proposed by Mikolov et al.

31,32,49–51] for training of distributed word embedding representa-

ions, including CBOW and Skip-Gram. The former trains the current

ord embedding by the context, whereas the latter predicts the con-

ext according to the current word. The word embedding trained by a
3 
ord2Vec model captures semantic similarity between words and fully

onsiders the semantic information of words. In our study, a CBOW

odel based on negative sampling is used to train the word embedding.

he CBOW model is briefly introduced as follows. 

In Fig. 2 , the CBOW neural network model consists of three layers,

amely, input, projection, and output. A given corpus C is assumed, with

ts word sequence as ( 𝑤 𝑡 −2 , 𝑤 𝑡 −1 , w t , 𝑤 𝑡 +1 , 𝑤 𝑡 +2 ), where w t is the current

ord and the remaining words are the context of w t . The input layer

s the word embedding that corresponds to the two words before and

fter the word w t , that is, the word embedding of word w t : Context( w t );

he projection layer is the accumulation of the five-word embedding

f the input layer, where X w is obtained. Random negative sampling

s performed at the output layer to predict w . The negative sampling

ethod assumes that, for a given Context( w ), the word w is a positive

ample, and the other words are negative. Therefore, an arbitrary word

 is expressed as: 

 

𝑤 ( 𝑣 ) = 

{ 

1 , 𝑣 = 𝑤 

0 , 𝑣 ≠ 𝑤 

, (1) 

here L w ( v ) represents the label of word v ; that is, 1 represents a positive

ample, and 0 represents a negative sample. For a given positive sample

Context( w ), w ), the final goal is to maximize G : 

 = log 
∏
𝑤 ∈𝐶 

𝑔( 𝑤 ) , (2) 

( 𝑤 ) = 

∏
𝑢 

𝑝 ( 𝑢 |𝐶𝑜𝑛𝑡𝑒𝑥𝑡 ( 𝑤 )) . (3) 
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Fig. 3. CNN_Text_Word2vec model structure. 
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The arbitrary word u corresponds to an assistant vector 𝜃u , and Func-

ion p is defined as 

 ( 𝑢 |𝐶𝑜𝑛𝑡𝑒𝑥𝑡 ( 𝑤 )) = 

{ 

𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 ) , 𝐿 

𝑤 ( 𝑢 ) = 1 
1 − 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 ) , 𝐿 

𝑤 ( 𝑢 ) ≠ 0 , (4)

here 𝜎( x ) is the sigmoid function, and Function p is expanded to 

 ( 𝑢 |𝐶𝑜𝑛𝑡𝑒𝑥𝑡 ( 𝑤 )) = [ 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 )] 𝐿 𝑤 ( 𝑢 ) [1 − 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 )] 1− 𝐿 𝑤 ( 𝑢 ) , (5)

Substitution of Formula (5) into Formula (3) results in 

( 𝑤 ) = 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 ) 

∏
𝑢,𝑢 ≠𝑤 

[1 − 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 )] . (6)

Therefore, maximizing G , that is, maximizing g ( w ), is equivalent to

aximizing 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑤 ) while minimizing 𝜎( 𝑋 

𝑇 
𝑤 
𝜃𝑢 ) . In particular, the prob-

bility of a negative sample decreases while that of a positive sample

ncreases. Consequently, this is a model that we will adapt to solve the

roblems of existing emotion classification models. 

. CNN_Text_Word2vec 

The CNN_Text_Word2vec is constructed on the basis of a CNN model.

ord2vec is introduced in the input layer to pre-train the word embed-

ings. In the convolution layer, multiple convolution kernels of differ-

nt sizes are used to learn microblog text features in parallel. Maximum

ooling is performed to generalize features in the pooling layer, and the

lassification result is generated in the output layer. Fig. 3 presents the

tructure of the model. 

.1. Input layer 

In order to fully utilize the characteristic of words, during the pre-

rocessing step, each microblog in the dataset is divided into multiple

hinese characters (referred to as words hereafter) separated by spaces,

nd a word embedding is trained on every single character. Word2Vec

s used when each word embedding is trained. The word embedding of a

pecific word is obtained by specification of corresponding parameters,

ncluding the dimensions of word embedding, the number of iterations,

nd the size of the context window (i.e. the number of characters in

ach window). Each word that appears more than once is added to a

ictionary of m X k dimensions, where m is the number of words in the

ictionary, and k is the dimension of the word embedding specified dur-

ng training. 

The input for Microblog x that includes n characters is expressed as: 

 1∶ 𝑛 = 𝑥 1 ⊕ 𝑥 2 ⊕…⊕ 𝑥 𝑛 , (7)

here ⊕ is a joint operator. x i ∈ R 

k is the k -dimensional word embedding

hat corresponds to the i words in Microblog x . Therefore, Microblog x

an be expressed as a feature matrix of n X k , where n is the length of the

icroblog, that is, the number of Chinese characters in the microblog; k

s the dimension of the word embedding specified in the previous train-

ng, that is, each Chinese character is expressed as a k -dimensional word
4 
mbedding. Then, the feature matrix of Microblog x is used as the in-

ut of the CNN, and feature extraction is performed by the convolution

nd pooling layers of the CNN to obtain sentence expressions of the mi-

roblog. 

.2. Convolution layer 

Our study uses the parallel convolution layer with multiple convolu-

ion kernels of different sizes to learn microblog text features. Multiple

onvolution kernels are set to acquire features in the microblog sen-

ence expression comprehensively and reduce the degree of fortuity in

he feature extraction process. For example, we can set the filter size of

onvolution kernels as h 1 X k, h 2 X k, h 3 X k , where k is an integer as well

s the dimension of word embeddings, and h i is the stride value (i.e. the

umber of words that a sliding window slides over each time it moves).

or a convolution kernel, a feature c i is calculated using the following

quation: 

 𝑖 = 𝑓 ( 𝑤 ⋅ 𝑥 𝑖 ∶ 𝑖 + ℎ −1 + 𝑏 ) , (8) 

here w ∈ R 

hk is the shared weight, 𝑥 𝑖 ∶ 𝑖 + ℎ −1 represents the connection

f the word embedding, that is from the i word of microblog x to the

 + ℎ − 1 word, ordered from top to bottom. b ∈ R is an offset term, and f

s a nonlinear function, such as a hyperbolic tangent function (tan h ) and

 rectified linear unit (ReLU). The ReLU is used in our study. Therefore, 

 𝑖 = 𝑚𝑎𝑥 (0 , 𝑤 ⋅ 𝑥 𝑖 ∶ 𝑖 + ℎ −1 + 𝑏 ) . (9) 

For this convolution kernel, the convolution of h words is conducted

uccessively, and the length of the microblog is n . Thus, 𝑛 − ℎ + 1 con-

olutions are performed, resulting in the following feature map: 

 = [ 𝑐 1 , 𝑐 2 , … , 𝑐 𝑛 − ℎ +1 ] (10) 

here 𝑐 ∈ 𝑅 

𝑛 − ℎ +1 . Therefore, 𝑛 − ℎ + 1 feature maps are used for each

onvolution kernel to obtain a feature vector t whose dimension is 1

 ( 𝑛 − ℎ + 1) . If the number of convolution kernels is p , then p feature

ectors can be obtained through feature mapping, and 𝑇 = [ 𝑡 1 , 𝑡 2 , … , 𝑡 𝑝 ] .
If q parallel convolution kernels of different types (i.e. of various

izes: h 1 X k, h 2 X 𝑘, … , ℎ 𝑞 X k ) are used and the number of each type of

onvolution kernel is p , then ( pXq ) feature vectors can be obtained after

eature mapping, and 𝑆 = [ 𝑡 1 , 𝑡 2 , … , 𝑡 𝑝 ] . Here, S is the output from the

onvolution layer and then passed to the pooling layer of the CNN. 

.3. Pooling layer 

In the pooling layer, the maximum pooling of the non-linear down-

ampling (max-overtime pooling) is applied to the 1 X ( 𝑛 − ℎ + 1) region

n the feature map, and the maximum value ( ̂𝑐 = 𝑚𝑎𝑥 { 𝑐} ) is used as

he feature that corresponds to the feature map [52,53] . That is, the

argest value is extracted from the previous feature map to represent

he most important signal. Therefore, for the feature vector t obtained

or each convolution kernel, the eigenvalue ( v ) with a dimension of 1

s obtained after pooling. This pooling method can provide the input of

aried-length sentences because if the maximum value is extracted after

ooling, then a fixed-length sentence feature vector, namely, the eigen-

alue (1) of dimension v , can be obtained, though the length of each

icroblog in the microblog dataset is different. 

The process of extracting a feature from a convolution kernel is de-

cribed above. The model uses multiple convolution kernels to obtain

ultiple features, such as filtering three, four, or five words separately.

f q parallel convolution kernels of different sizes are used in the convo-

ution layer and the number of each convolution kernel is p , then p · q

-D eigenvalues can be obtained after the convolution and pooling op-

rations. Finally, all pooled features are combined to obtain a feature

ector V with a dimension of 1 X p · q . Therefore, the feature vector V

f the microblog is obtained and transmitted to the output layer. 
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Fig. 4. Visual network diagram in Tensor- 

Board. 
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.4. Output layer 

The output of the pooling layer vector is connected to the softmax

ayer through full connection. Therefore, the last layer is the fully-

onnected softmax layer for classification whose output is the proba-

ility distribution of the final category. In the final implementation, the

ropout technique is used on the fully-connected layer to prevent the

idden layer neurons from self-adapting and to reduce overfitting, and

he L2 regularization limit [7] is provided to the weight parameters on

he fully-connected layer. Therefore, 

 = 𝑤 ⋅ ( 𝑉 ◦𝑟 ) + 𝑏, (11) 

here ∘ means multiplying corresponding matrix elements. r ∈ R 

pXq is

 Bernoulli variance. If softmax output probability distribution is used,

hen the activation value a j of the j neuron is 

 𝑗 = 

𝑒 𝑧 𝑗 ∑
𝑘 𝑒 

𝑧 𝑘 
, (12) 

here the output activation value adds up to 1, that is, 

𝑗 

𝑎 𝑗 = 

∑
𝑗 𝑒 

𝑧 𝑗 ∑
𝑘 𝑒 

𝑧 𝑘 
= 1 . (13) 

On the basis of the Chinese microblog corpus that has been crawled,

his study adopts binary classification with either positive or negative

s a classifications result. Therefore, the model solves the binary clas-

ification problem of the emotional polarity of a microblog, which is

lassified as formula (14), 𝜇 is a superparameter. 

𝑙𝑎𝑠𝑠𝑖𝑓𝑦 ( 𝑉 ) = 

{ 

0 , 𝑎 0 ≥ 𝜇

1 , 𝑎 0 < 𝜇
. (14) 

Thus, the model converts each microblog into sentence expressions

f the feature space in the input layer, performs feature extraction and

eneralization through CNN convolution and pooling operations, and

ealizes emotion classification of the microblog in the output layer. 

Python is used to implement and visualize the neural network model

n TensorBoard, as depicted in Fig. 4 . In this figure, conv-maxpool-3,
5 
onv-maxpool-4 and conv-maxpool-5 are ommitted due to space limita-

ion. In the network, the ”embedding layer ” represents the input layer,

nd the conv-maxpool represents the convolution and pooling layers.

here are three parallel convolution layers, each of which is followed

nd connected to a pooling layer. The eigenvalues obtained by three-

ayer convolution and pooling are concatenated by a concat and passed

o the output layer. The output layer is a fully connected softmax layer

ith the dropout technique. The output layer outputs the classification

ccuracy and loss of the model. 

. Experiments and results analysis 

Four experiments have been conducted to verify validity of the pro-

osed model. The experiment setting is introduced in the following part.

our groups of comparative experiments are presented, and the experi-

ent results are analyzed. 

.1. Experiment setup 

.1.1. Emotional analysis dataset 

In this study, we crawled approximately 100,000 Chinese microblogs

rom Sina Weibo. A total of 80,000 microblogs were retained, 40,000 of

hich were positive and 40,000 negative, after de-duplication, screen-

ng, and manual labeling. The microblogs were divided into the training

nd testing sets. The training set has 60,000 microblogs, 30,000 posi-

ive and 30,000 negative. The testing set has 20,000 microblogs, 10,000

ositive and 10,000 negative. Abbreviations and spelling errors were

onsidered legitimate and added to the trained dataset after labling. A

ample of the dataset is summarized in Table 1 . 

.1.2. Parameters 

The microblog text was pre-processed. First, the characters other

han Chinese in a microblog text were converted into a space, and then

ultiple consecutive spaces were converted into a space. The space char-

cters before and after the sentence were removed, and each word was

eparated by a space. 
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Table 1 

Sample Microblog Dataset . 

Positive sample Negative sample 

1 It’s fun, the Spring Festival is more fulfilling. 

[very happy] 

The car was hit on the Spring Festival! [hum] so 

annoying [cursing angrily] my lovely car 

2 I think... this guy’s listening comprehension is 

impressive... [lol][lol] 

Fortunately, I don’t take English listening exam... 

It makes me dizzy! [mad] 

3 Dinner is ready! [hug] What is this dish? 

Quiz quiz!! 

I didn’t have dinner, now I am prepared to sleep 

in this heavy rain [tears] 

4 Cracking seeds and eating snacks in a cool 

breeze. This is the way to enjoy the summer! 

[hehe][breeze] 

What the hell, it’s so windy, my car is parked but 

rocked by the wind [tears][tears][tears] It’s really 

horrible, try not to go outside if you can 

Table 2 

Default Values of the CNN_Text_Word2vec Model Hyper Parameters . 

Parameters Parameter name Value 

𝜂 Gradient descent learning rate 0.001 

pooling Pooling operator 1-max pooling 

filterSize The size of convolution kernel (window size) 3,4,5 

dropout_ keep_prob Dropout probability (training set) 0.5 

batch_size Number of mini-batch samples 50 

 

a

 

d  

n  

l  

w  

t  

5

 

 

 

 

5

 

t  

a

 

u

𝐴  

 

c  

c  

m

5

 

p  

m  

m  

c  

o  

(  

T  

p

 

i  

w  

e  

r  

2  

a  

o

5

5

 

m  

r  

e  

s  

t  

o  

s  

p  

F

 

p  

t  

o  

t  

m  

s  

t

 

t  

c  

9  

b  

9  

9  

T  

S  

a  

a  

t  

u  

v  

p  
When a word did not appear in a dictionary for the first time, it is

dded to the dictionary after being labelled. 

Second, each character in a microblog was trained for word embed-

ings by the word2vec tool. When a word did not appear in a dictio-

ary for the first time, it would be added to the dictionary after being

abelled. Finally, a dictionary containing 4,205 items was obtained. The

ord vector dimension during the training process was set to 200, and

he CBOW algorithm was selected; the iteration times (iter) was set to

, and the context window was 8. 

1. CNN hyper parameter settings 

Experiments were conducted on multiple CNN models. 

The Adam optimization algorithm [56] was used in the training pro-

cess to perform a stochastic gradient descent (SGD) on out-of-order

mini-batch samples. The row vector dimension of the convolution

kernel is consistent with the word vector dimension of the word2vec

training. Other parameters of the model are listed in Table 2 . 

.1.3. Experiment evaluation criteria 

Four comparative experiments were set up in this paper. The evalua-

ion indices of the experiment included accuracy ( P ), recall ( R ), positive

nd negative class F1 values. 

For the overall performance, the overall correction rate Accuracy is

sed, and the calculation formula is: 

𝑐 𝑐 𝑢𝑟𝑎𝑐 𝑦 = 

𝑇 𝑃 + 𝑇 𝑁 

𝑇 𝑃 + 𝐹 𝑃 + 𝑇 𝑁 + 𝐹 𝑁 

. (15)

In this formula, TP, FP, TN , and FN represent the correctly-

lassified positive microblogs, the mis-classified positive microblogs, the

orrectly-classified negative microblogs, and the mis-classified negative

icroblogs, respectively. 

.1.4. Comparative evaluation 

Four sets of experiments were performed in order to evaluate our

roposed model against other existing models. The first set of experi-

ents (E1) compared the emotion classification accuracy of different

odels. The second set (E2) compared the accuracy of emotion classifi-

ation of a model using pre-processed word2vec word vectors and that

f a model using randomly initialized word embeddings. The third set

E3) compared the accuracy of models under different semantic units.

he fourth set (E4) compared the accuracy of the models under different

arameters. 

In the following sets of experiments, the training set was divided

nto a training and a verification set. A 10-fold cross-validation method
6 
as adopted. That is, the training dataset was divided into 10 mutually

xclusive subsets, first of which was used as the verification set, and the

emaining nine were used as the training set. The training set contained

7,000 microblogs, and the verification set contained 3,000. 10 training

nd verification tests were performed to obtain 10 models. The average

f these 10 test results was used as the final result. 

.2. Experiment results 

.2.1. Experiment 1 

The first set of experiments compared the CNN_Text_-Word2vec

odel with traditional classification methods, including SVM, logistic

egression, random forest, decision tree, and naive Bayes. Their param-

ters setup is as follows: the parameters c and g of SVM are got by grid

earch. The parameter 𝑛 _ 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 of Random Forest is 50. The parame-

ers setup of LR, Decision Tree, Naïve Bayes are default parameters setup

f sklearn. RNN is MV-RNN of reference [54] , which of their parameters

etup is the same. LSTM is Tree-LSTM of reference [55] , which of their

arameters setup is the same. The results are displayed in Table 3 and

ig. 5 . 

The experiment results showed that CNN_Text_Word2vec had better

erformance (higher overall accuracy, two types of F1 values) than the

raditional classification methods. The naive Bayes algorithm had low

verall performance indices with an overall accuracy rate of 80.4%, and

he two types of F1 values were 80.74% and 79.95%. The overall perfor-

ance indices of Random Forest and the decision tree algorithm were

imilar, with overall accuracy rates of 86.75% and 86.91% and the two

ypes of F1 values were 86.12%, 86.51% and 87.04%, 86.79%. 

The overall performance indexes of machine learning were lower

han those of SVMs and logistic regression, of which the overall ac-

uracy were 90.6% and 90.5% and the two F1 values were 90.76%,

0.47% and 90.54%, 90.46%, respectively. RNN and LSTM achieved

etter performance than traditional methods, with overall accuracy of

0.65% and 94.69%, respectively, and F1 values of 90.59%, 90.70%,

4.79% and 94.65%, respectively. The overall accuracy of the CNN_-

ext_Word2-vec model is 97.6%, 7% higher than the overall accuracy of

VM. Its two F1 values are 97.73% and 97.62%, the highest two among

ll models. The two F1 values are 6.97% and 7.15% higher than those

chieved by SVM. The overall accuracy of our model is 2.91% higher

han that of the LSTM algorithm; and positive and negative class F1 val-

es are 2.94% and 2.97% higher, respectively. Comparison of the two F1

alues showsthat the CNN_Text_Word2vec model has similar effects in

ositive and negative classification. Experimental results show that the
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Table 3 

Comparison of emotional classification results . 

Model Positive P Negative P Positive R Negative R Positive F1 Negative F1 Accuracy 

CNN_Text_Word2vec 95.60% 99.95% 99.95% 95.40% 97.73% 97.62% 97.60% 

SVM 89.42% 91.89% 92.13% 89.1% 90.76% 90.47% 90.60% 

Logistic Regression 90.18% 90.83% 90.90% 90.10% 90.54% 90.46% 90.50% 

Random Forest 87.38% 85.32% 84.90% 87.73% 86.12% 86.51% 86.75% 

Decision Tree 86.23% 87.63% 87.87% 85.97% 87.04% 86.79% 86.91% 

Naive Bayes 79.17% 81.63% 82.37% 78.33% 80.74% 79.95% 80.35% 

RNN [54] 91.12% 90.08% 90.19% 91.22% 90.59% 90.70% 90.65% 

LSTM [55] 93.98% 95.53% 95.61% 93.88% 94.79% 94.65% 94.69% 

Table 4 

Effect of word2vec word vector on the accuracy of emotional classification . 

Model Whether the word2vec word vector is used or not Accuracy 

CNN_Text_Word2vec No 95.41% 

CNN_Text_Word2vec Yes 97.60% 

SVM No 88.32% 

SVM Yes 90.60% 

RNN No 89.73% 

RNN Yes 90.65% 

LSTM No 93.17% 

LSTM Yes 94.69% 

Fig. 5. Comparison of emotional classification results. 
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NN_Text_Word2vec model was very effective for emotion classification

f microblog short texts. 

.2.2. Experiment 2 

The second set of experiments were designed to compare the over-

ll accuracy of emotion classification whether the word2vec word vec-

or was used or not. The results are presented in Table 4 and Fig. 6 .

he experimental results show that the word vectors pre-processed with

ord2vec in CNN_Text_Word2vec, SVM, RNN and LSTM models are

ore accurate than those without word2vec by 2.19%, 2.28%, 0.92%

nd 1.52% higher respectively. This indicates that word vectors pre-

rocessed by word2vec can effectively improve the overall accuracy of

lassification, and the lower the word vector dimension is, the more ef-

ective the improvement is. By comparing CNN_Text_Word2vec, SVM,

NN and LSTM algorithms, we found that whether the word2vec word
7 
ector is used or not, the CNN_Text_-Word2vec algorithm always per-

ormed better than other algorithms, which proved effectiveness of

ur proposed algorithm. The experiment results showed that the pre-

rocessed word2vec word vector can effectively improve the overall ac-

uracy of classification, and the effect becomes obvious when the word

ector dimension is low. 

.2.3. Experiment 3 

The third set of experiments compared the overall accuracy of differ-

nt semantic units. That is, the input of CNN was the word embedding

hat used characters as feature elements and the word embedding that

sed words as feature elements. Processing of word embedding that uses

haracters as feature elements was studied. Before word embedding that

ses words as feature elements was processed, the word embedding was

re-processed. First, a Jieba word segmentation tool was used to seg-



D. Xu, Z. Tian and R. Lai et al. Information Fusion 64 (2020) 1–11 

Fig. 6. Influence of word2vec word vector on the accuracy of emotional classi- 

fication. 

Fig. 7. Overall accuracy changes in the CNN model’s word embedding of char- 

acters. 

Fig. 8. Overall accuracy changes of the CNN model’s word embedding of words. 
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Table 5 

Emotional classification accuracy of the different semantic 

units . 

Model Semantic unit Accuracy 

CNN_Text_Word2vec word 94.51% 

CNN_Text_Word2vec Chinese characters 97.60% 

SVM word 88.33% 

SVM Chinese characters 90.60% 

RNN word 88.57% 

RNN Chinese characters 90.65% 

LSTM word 93.54% 

LSTM Chinese characters 94.69% 

Fig. 9. Emotional classification accuracy of the different semantic units. 
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ent microblog texts and separate words with spaces. Each word was

rained for word embedding by the word2vec tool. A dictionary contain-

ng 24,212 items was obtained. 

Verification was performed during the training in order to verify the

odel after every 100 training steps, and 10,800 training steps were per-

ormed. Changes in the overall accuracy of the model could be viewed

n TensorBoard after the training ended. The overall accuracy of the

NN model changed under two semantic units in the verification set

hen the word vector dimension was 200, as illustrated in Fig. 5 and 6 .

he abscissa is the training step, whereas the ordinate is the accuracy. 

Comparison between Fig. 7 and 8 indicates that the

NN_Text_Word2vec model basically achieved the highest accuracy

n 2,000 training steps. The overall accuracy of the word embedding

hat used characters as feature elements is 98%, whereas the overall

ccuracy of the word embedding that uses words as feature elements is

bout 96%. In general, the CNN_Text_-Word2vec model can converge

fter a few training steps and achieved a high classification accuracy

egardless of the word embedding used. However, the overall accu-

acy of the model whose word embedding uses characters as feature
8 
lements is approximately 2% higher than that achieved by the model

hat uses words as feature elements. 

The two models were verified on the test set after training. The re-

ults are presented in Table 5 and Fig. 9 . As Table 5 shows, for the

NN_Text_Word2vec, SVM, RNN and LSTM models, the overall accu-

acy of the word-vector model is lower than that of the character model,

hich was 2.9%, 2.27%, 2.12% and 1.15% lower, respectively. The

odel whose word embedding uses words as feature elements is low

n the overall accuracy in the test set. The accuracy was 3.5%, 2.9%,

nd 3.1% lower than that of the model whose word embedding used

haracters as feature elements when the word vector dimensions were

00, 200, and 300. This result shows that the model whose word em-

edding used characters as feature elements is more generalized and

an reduce overfitting. Thus, the feature granularity was smaller when

haracters were used as feature elements than when words were used as

eature elements. The word embedding using characters as feature ele-

ents ccan learn more specific features than that using words as feature

lements. Therefore, for the CNN_Text_Word2vec model, using Chinese

haracters as semantic units for microblogs did not lose semantics and

an reduce over-fitting more effectively than using words as semantic

nits. By comparing CNN_Text_Word2vec, SVM, RNN and LSTM algo-

ithms, we found that, for both deep learning algorithms and machine

earning algorithms, the word vectors using Chinese characters as fea-

ure elements performe better than those using words. Performance of

he CNN_Text_Word2vec algorithm are better than the other algorithms,

hus showcasing the effectiveness of our proposed algorithm. 

.2.4. Experiment 4 

The fourth set of experiments compared the overall accuracy of the

motion classification of models under different parameters ( Accuracy ).

his group of experiments involved tuning of three parameters, namely,

he gradient descent learning rate ( 𝜂), the number of convolution kernels

filterNumber), and the size of the convolution kernel (filterSize). The

ord vector dimension of the following experiments was set to 200 after

he above-mentioned experiments. Characters were used as the feature

lements of the word embedding, and word2vec was used to pre-train

he word embedding. 
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Table 6 

Effects of learning rate on the accuracy of emotional 

classification . 

Filter-Number Filter-Size 𝜂 Accuracy 

200 3, 4, 5 0.0001 96.84% 

200 3, 4, 5 0.001 97.6% 

200 3, 4, 5 0.01 97.08% 

200 3, 4, 5 0.05 95.2% 

Table 7 

Effects of convolution kernel quantity on the accu- 

racy of emotional classification . 

Filter-Number Filter-Size 𝜂 Accuracy 

50 3, 4, 5 0.001 96.7% 

100 3, 4, 5 0.001 97.3% 

200 3, 4, 5 0.00 1 97.6% 

300 3, 4, 5 0.001 97.4% 

Fig. 10. Effect of learning rate on the accuracy of emotional classification. 
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Fig. 11. Effect of convolution kernel quantity on the accuracy of emotional 

classification. 

Fig. 12. Effect of convolution kernel size on the accuracy of emotional classifi- 

cation. 

Table 8 

Effects of convolution kernel quantity on the accu- 

racy of emotional classification . 

Filter-Number Filter-Size 𝜂 Accuracy 

200 2, 3 0.001 96.7% 

200 2, 3, 4 0.001 97.2% 

200 3, 4, 5 0.001 97.6% 

200 4, 5, 6 0.001 97.3% 

200 3, 4, 5, 6 0.001 96.9% 
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Table 6 compares the impact of the learning rate on the accuracy

f the emotion classification. In the gradient descent algorithm, if the

earning rate was set too small, then the algorithm would converge

lowly; if the learning rate was set too large, the cost function would

scillate. Table 6 indicates that CNN_Text_Word2vec achieved the high-

st overall accuracy when the learning rate was 0.001. The overall ac-

uracy rate reduced by 0.76% when the learning rate was reduced to

.0001. The overall accuracy rate decreased by 5.2% when the learning

ate increased to 0.01. The overall accuracy dropped to 95.2% when

he learning rate increased to 0.05. Fig. 10 shows the experiment re-

ults. Therefore, setting the learning rate to 0.001 would be a favorable

hoice. In the following experiments, the learning rate was set to 0.001.

Table 7 compares the impact of the number of convolution kernels on

he accuracy of emotion classification. The results show that the number

f filters (filterNumber) have no obvious influence on the accuracy. The

verall accuracy rate is the highest at 97.6% when filterNumber is 200.

he overall accuracy rate fluctuate around 1% with a slight change when

lterNumber changed. Fig. 11 demonstrates the experiment results. Re-

ults of four sets of comparison tests confirm that CNN_Text_Word2vec

as the optimal classification effect when filterNumber is 200. 

Table 8 compares the impact of the convolution kernel size on the

ccuracy of emotion classification. The table reflects that the convolu-

ion kernel size had slight influence on the accuracy, and the accuracy

uctuated within a range of 1% as the kernel size changed, as shown
9 
n Fig. 12 . CNN_Text_Word2vec has the optimal classification effect of

7.6% when the convolution kernel size is 3, 4, and 5 respectively. 

The results of the fourth set of experiments show that the accuracy

f the CNN_Text_Word2vec model fluctuated within a range of 2% as

he parameter changed, and the correlation was nonlinear. The over-

ll accuracy was 95.2%, which was 4.6% higher than that of the SVM-

ased emotion classification method. This result shows that CNN_Text_-

ord2vec was effective in introducing the CNN into the Chinese mi-

roblog emotion classification. 
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. Conclusions 

This study explores the feasibility of using CNNs for the emotion

nalysis of microblogs. CNN_Text_Word2vec employs the word2vec neu-

al network model to train distributed word embedding for every single

ord in a microblog. The trained word vectors are used as input fea-

ures to learn microblog text features through parallel convolution lay-

rs with multiple convolution kernels of different sizes. The model fully

onsiders the characteristics of short texts with sparse features and ne-

logism of microblogs. The experiment results show that the emotional

lassification accuracy of CNN-_Text_word2vec on Chinese microblogs

re 7%, 6.9% and 2.91% higher than that of SVM, RNN, LSTM respec-

ively. Furthermore, in the cases of both deep learning algorithms and

achine learning algorithms, the word vectors using Chinese characters

s feature elements yield a higher accuracy than those using words as

eature elements. Moreover, this study explores the impact of different

emantic units on the model ś accuracy considering special features of

he Chinese language. The experiment results also confirm that word

mbedding using characters as feature vectors performs better than us-

ng words as feature vectors. 
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